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Abstract 
One of important part on speaker identification is the measurement of sound similarity. This study 

has compared two of the similarity measurement techniques in the noisy voice.First techniqueis done by 
using smallest vector sum of pairs and second technique is done by using frequency of occurrence of 
smallest vector pairs. Noise in the voice can reduce accuracy of speaker identification significantly. To 
overcome this problem, the two of similarity measurement was combined with Least Mean Square (LMS) 
for remove noise. Results of the experiments showed that the use of LMS can improve the accuracy of 
speaker identification at the two of similarity measurement techniques. Second technique produces better 
accuracy than first technique. Experimental result also showed improvement of LMS learning rate can 
improve the accuracy of speaker identification. 
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1. Introduction 
Speaker recognition is part of the sound processing that aims to find out who is 

speaking. Speaker recognition is divided into two parts, the speaker identification and speaker 
verification. Speaker identification is a manner to identify someone from the existing voice, 
whereas speaker verification is a manner to verify a claim against an identity through certain 
words [1]. This study focuses on speaker identification. 

One of important part on speaker identification is the measurement of sound similarity. 
In this part will be determined owner of the voice that identified. In the previous study [2] has 
made modifications to the sound similarity measurement techniqueby selecting the codebook 
that has the most of smallest distance with input vectors to produce a better identification 
accuracy. But the technique is not resistant to noisy sound. This study aims to improve the 
capability of that technique by adding active noise canceling (ANC) in the pre-process of 
data.Research conducted by Permana et al. [3] showed the ANC can improve the accuracy of 
speaker identification. The ANC method used in this research is least means square (LMS). 

This study used a mel frequency cepstral coefficient (MFCC) as a feature extraction and 
self-organizing map (SOM) as a codebook maker. MFCC chosen because of the way it works is 
based on the frequency difference can be captured by the human ear so that it can represent 
how people receive sound signals [4]. MFCC is often used because it is considered a better 
performance than other methods, such as in terms of reduced error rates. SOM chosen 
because it has been successfully applied to high-dimensional data [5]. This is the reason for 
using SOM, because the results of the MFCC vectors can be high dimension. 
 
 
2. Research Method 

Broadly speaking, this study is divided into three parts. The first part is making of 
codebook using training voice data that are not given noise. The second part is a measurement 
of similarity to the codebook that has been made.Voice data used in this part is the test voice 
data that has been given the noise. This study used white noise with various values below 6.5 
dB. At this part LMS is used as a data preprocessing to remove noise. There are two similarity 
measurement techniques used in this study, that are by using smallest vector sum of pairs [6, 7] 
(the first technique) and by using frequency of occurrence of smallest vector pairs [2] (the 



                     ISSN: 2502-4752  

IJEECS Vol. 1, No. 3, March 2016 :  590 – 596 

591

second technique). The last part is the comparison and analysis of the similarity measurement 
techniques used. For more details, see Figure 1. 
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Figure 1. Illustration of research method 
 

 
Experiments in this study will be performed in several combinations of parameters. 

Learning rate of ANC that is attempted 0.1, 0.3, 0.5, 0.7 and 0.9. MFCC coefficients that is 
attempted 13, 15 and 20. SOM cluster number that is attempted is 9, 16, 25, 36, 49, 64, 81 and 
100.MFCC frame length is 12.5 ms. Overlap of MFCC is 0.4. Topology of SOM is hexagonal. 
SOM iteration number is 1000. 

At each combination of parameters one voice files that owned by each speaker will be 
used to create the codebook. After that, testing performed using all voice data. All voice data 
used has been removed silent time. This is done 5 times so that all voice files for each speaker 
ever be the data to create the codebook. For each experiment are calculated the resulting 
accuracy. After all the experiments carried out in a combination of particular parameters, then 
computed the average of accuracy. This accuracy is used as the level of speaker identification 
ability. 

 
2.2. Voice Data 

Voice data used is ever used by Reda [8] in their study. The voice data consists of 83 
speakers, which are divided into 35 female speakers and 48 male speakers. The speakers are 
Indian citizens of different backgrounds. Each speaker has 5 voice files in wav format. The voice 
file length is 1 to 39 seconds. The words that speak by the speaker is a random combination of 
numbers. Recording is done on the phone using an IVR system (Interactive Voice Response). 
Sampling rate used is 8000 Hz. 

 
2.3. Similarity Measurement 

This study uses two measurement techniques similarity. In the first techniques [6, 7], 
each input vector is measured the distance with vectors that exist in a particular speaker 
codebook. Choose a pair of vectors which has the smallest distance for each input vector. Sum 
all the minimal pairs that obtained. Perform these processes for all existing speaker codebook. 
After that, choose the codebook with the most minimal sum as speakers representing the voice 
identified. Illustration of first techniques can be seen in Figure 2. 
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Figure 2. Previous similarity measurement 
techniques [2] 

 
 

Figure 3. Proposed similarity measurement 
techniques [2] 

 
 
In thesecond techniques [2], the input vectors are not only measured the distance to the 

particular speaker codebook, but it will be measured with all vectors that exist in all available 
speaker codebook. The smallest distance selected from the input vector to one of a collection of 
vectors that exist in the available codebook. Codebook vector which causes the smallest 
distance will be selected as the pair of the input vector. After that, select the codebook that has 
the highest frequency pair as speakers representing the input voice. Illustration of the second 
techniques can be seen in Figure 3. 
 
2.4. Mel Frequency Cepstral Coefficient (MFCC) 

This research used a type MFCC-FB40 [9] because it has the equal error rate (EER) 
and decision cost function (DCFopt) is lower than the other types of MFCC [10]. Illustration 
MFCC stages can be seen in Figure 4. 
 
 

 
 

Figure 4. Illustration of the MFCC process [2] 
 
 

The first step in the MFCC process is divide the incoming signal into multiple frames. 
The second step is the smoothing of each frame to minimize non-continuous signal using 
hamming window. The third step is to convert the voice signal from the time domain to the 
frequency domain using the fast fourier transform (FFT). The fourth step is to change the 
frequency of the FFT results into mel scale. The final step is to restore the signal from the time 
domain to the frequency domain using the discrete cosine transform (DCT). 
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2.5. Self Organizing Map (SOM) 
SOM or also known as Kohonen is one type of artificial neural network (ANN) with 

unsupervised learning system. SOM is very effective to create an internal representation of 
space that is organized for the various features of the input signal [11]. SOM assumes topology 
structure among clusters of units, it is run by a human brain but is absent in some other ANN 
[12]. 

The first step of training process using SOM is determine the number of clusters to be 
generated. After that, the next step is to create a vector for each cluster. Vectors cluster are 
given initial weight. Find the smallest distance between the input vectors and the cluster vectors. 
Cluster vector that causes the smallest distance is the winner vector. Update the weight vector 
of the winner using Equation 1. 
 

)]([)()( oldwxoldwneww ijiijij   (1) 

 
Where w is the weight of the unit in the output layer, x is the input data and α is the 

learning rate. 
 
2.6. Least Mean Square (LMS) 

ANC method used in this study is the LMS (Least Mean Square). LMS is applying the 
gradient descent. This method was first proposed by Widrow and Hoff [13]. Steepest descent, 
which is one method that implements gradient descent actually been very good to generate 
optimal weights, but this method requires a true gradient at each step. LMS can overcome these 
shortcomings because LMS can instantly estimate the gradient at each step. 

The first step of LMS are create a filter and initialization the weight (w) ofthe filter. After 
that specify a value of the learning rate (α). Calculate the anti-noise using the Equation 2. Then, 
calculate the residual signal using Equation 3. The last step is change the weights using 
equation 4. 
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Where y is anti-noise, u is reference noise, d is incoming voice signal, and e is residual 

signal. 
 
 
4. Results and Analysis 

The graph in Figure 5 shows the highest accuracy in the speaker identification for noisy 
test data that do not use the LMS in data preprocessing is very low, 1.45% in the first similarity 
measurement technique and 1.63% in the second similarity measurement technique. Both 
accuracy occurred in the number of SOM clusters is 9. 
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Figure 5. Comparison of Speaker Identification Accuracy 
 
 

The graph in Figure 5 shows the speaker identification accuracy becomes greatly 
increased after the addition of LMS algorithm on the data preprocessing. The highest accuracy 
in the first technique is 82.35%. The highest accuracy in the second technique is 90.72%. Both 
of highest accuracy occurs at SOM with the number of clusters is 64.Both of highest accuracy 
also showed an increase in accuracy between the first technique and the second technique in 
which use LMS on preprocessing of data is quite significant with the highest accuracy 
improvement 8.37%. 
 
 

 
 

Figure 6. Effect of LMS Learning Rate 
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Figure 6 shows the effect of LMS learning rate on second technique. When the value of 
learning rate is 0.1, the resulting accuracy is very low which the highest accuracy is only 
47.89%. When learning rate increased to 0.3 and above, the accuracy increased very 
significantly. The highest accuracy occurs when the learning rate increased to 0.7, which the 
accuracy is 92.47%. 
 
 

 
 

Figure 7. Difference of Accuracy (Second Technique – First Technique) 
 
 

The graph in Figure 6 shows the difference in the accuracy of the speaker identification 
between similarity measurement techniques that used. The second technique always produces 
higher identification accuracy. Difference of highest accuracy found on the learning rate is 0.3 
and the number of clusters SOM is 36, which is 16.57%. 

 
 
5. Conclusion 

Based on the results of experiments on noisy voice, the use of LMS can improve the 
accuracy of speaker identification atcombination of the smallest vector sum of pairs techniques 
[6, 7] with LMS andthe combination of the frequency of occurrence of smallest vector pairs 
techniques [2] with LMS. Second combination produces better accuracy than first combination. 
Improvement of LMS learning ratecan improve the accuracy of speaker identification for all 
combinations. Experiments in this study showed the best learning rate is 0.7. 
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