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Abstract 
Parameters of support vector machines (SVM) which is optimized by standard genetic algorithm is 

easy to trap into the local minimum, in order to get the optimal parameters of support vector machine, this 
paper proposed a parameters optimization method for support vector machines based on improved 
genetic algorithm, the simulation experiment is carried out on 5 benchmark datasets. The simulation show 
that the proposed method not only can assure the classification precision, but also can reduce training time 
markedly compared with standard genetic algorithm. 
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1. Introduction 
Support vector machine (SVM) is a new machine learning method derived from the 

statistical learning theory. Since the late 1990s, SVM has shown growing popularity and has 
been successfully applied to a number of applications [1]. Established on the theory of structural 
risk minimization(SRM) principle, SVM has some distinct advantages over ANN, such as, it is 
globally optimal, small sample-size, good generalization ability, and it is resistant to the over 
fitting problem [2]. Although SVM has become more widely used in many areas, it is difficult to 
build a highly effective model before the parameters of SVM are carefully determined. Ni and 
Chapelle [3], [4] stated that the optimal parameters of SVM play a crucial role to establish a 
classify model with high classify accuracy and stability. To make an efficient SVM model, the 
parameters of SVM have to be carefully predetermined. Chen [5] has used genetic algorithm 
(GA) to optimize the SVM parameters, the results showed that the GA not only has reduced 
computation time, but also has improved the prediction accuracy. But the initial population of GA 
is produced randomly, which often leads to poor local search ability and it are difficult to get 
satisfactory results [6].  

In order to solve the parameters optimization problem of SVM, this paper proposes a 
new parameters optimization method (IGA_SVM) which introduces weighted depth-first search 
strategy into initial population of GA. The results of simulation experiments on five benchmark 
datasets show that IGA_SVM can not only find the optimal parameters, but also reduce time 
complexity and can assure the classification precision. 

 
 

2. Research Method 
2.1. Principle of SVM 

Let y(xi, yi), i=1,2…,N, where xi∈Rd is an input vector, yi∈{-1,1} is its corresponding 
desired output, n is the number of training data, and d denotes the number of dimensions of 
input data. In SVM, the original input space is mapped into the high dimensional space called 
feature space, by nonlinear mapping x→g(x), Let f(x) be the output of SVM corresponding to the 
input vector x, in the feature space, then a linear function is constructed: 

 

( ) if x w x b    (1) 
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Where, w is a coefficient vector and b is a threshold [7].  
If a hyper-plane exists that satisfies Eq.(1), and then linear separation is obtained. In 

this case, w and b can be rewritten as follows. Eq.(1) becomes 
 

1
min ( ) 1, 1, 2, ,i i

i N
y w x b i N

 
       (2) 

 
Let the distance from the data point to the hyper-plane be 1/||w||. Among separating 

hyper-planes, there exists one optimal separating hyper-plane (OSH), and the distance between 
two support vector points on two sides of this hyper-plane is maximal. Because the distance 
between two support vector points is 1/||w||2, the minimal distance to OSH, ||w||2, may be 
derived from Eq.(2) [8]. 

The margin of a separating hyper-plane, calculated as ||w||2, determines the hyper-
plane’s generalization ability. The OSH has the largest margin among separating hyper-planes. 
||w||2 is minimized with Eq.(2) and Lagrange’s polynomial. Let a denote (a1,…,aN). Combining 
Lagrange’s polynomial (in the order of N) with Eq.(2) produces the following equations for 
maximization. 

 

1 , 1

1
( )

2

N N

i i j i j i j
i i j

W a a a a y y x x
 

    (3) 

 

Where, 0ia   and under constraint 
1

0
N

i i
i

y a


 . 

Quadratic programming method can be adopted to solve the above maximization 

problem. If a vector 0 0 0
1( , , )Na a a   satisfies the Eq.(3) in maximization, then the OSH 

expressed in terms of (w0,b0) may be expressed as follows: 
 

0
0

1

N

i i i
i

w a y x


   (4) 

 

Where, the support vector points must comply with 0 0ia   and Eq.(2).  

When considering expansion in constraint Eq.(4), the determinant function of hyper-
plane is expressed as follows: 

 

0
0

1

( ) 0
N

i i i
i

f x sign a y x x b


    
 
  (5) 

 
In most cases, the data are not linearly separable, and are consequently mapped to a 

higher-dimensional feature space. Therefore, if the data cannot be classified clearly in the 
current dimensional space, then the SVM will map them to a higher dimensional space for 
classification. 

Input data are mapped to a higher dimensional feature space by plotting a nonlinear 
curve. The OSH is constructed in the feature space. By constructing the feature space, φ(x) can 
be adopted in constrained Eq.(3) as shown below: 

 

1 1

1
( ) ( ) ( )

2

N N

i i j i j i j
i i

W a a a a y y x x 
 

    (6) 

 
Given a symmetric and positive kernel function k(x,y), the existence of Mercer’s theory 

can be deduced. Therefore, k(x,y)= φ(x) φ(y). Provided that the kernel function k(x,y) satisfies 
Mercer’s theory, the derived training algorithm is guaranteed for minimization. 
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The decision function is expressed as follows: 
 

1

( ) ( , )
N

i i i j
i

f x sign a y k x x b


   
 
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Several kernel functions help the SVM in obtaining the optimal solution. The most 

frequently used such kernel functions are the polynomial, sigmoid and radial basis kernel 
function (RBF) [9], [10]. The RBF is generally applied most frequently, because it can classify 
multi-dimensional data, unlike a linear kernel function. Additionally, the RBF has fewer 
parameters to set than a polynomial kernel. RBF and other kernel functions have similar overall 
performance. Consequently, RBF is an effective option for kernel function. Therefore, this study 
applies an RBF kernel function in the SVM to obtain optimal solution. The RBF kernel function is 
defined as follow: 

 

2

2
( , ) exp( )

2

x y
K x y




   (9) 

 

Where, σ is the kernel width of RBF. 
Two major RBF parameters applied in SVM, C and σ must be set appropriately. 

Parameter C represents the cost of the penalty. The choice of value for C influences on the 
classification outcome. If C is too large, then the classification accuracy rate is very high in the 
training phase, but very low in the testing phase. If C is too small, then the classification 
accuracy rate unsatisfactory, making the model useless. Parameter σ has a much greater 
influence on classification outcomes than C, because its value affects the partitioning outcome 
in the feature space. An excessively large value for parameter σ results in over-fitting, while a 
disproportionately small value leads to under-fitting [11], [12]. 

Grid search is the most common method to determine appropriate values for C and σ 
[13], [14]. Values for parameters C and σ that lead to the highest classification accuracy rate in 
this interval can be found by setting appropriate values for the upper and lower bounds and the 
jumping interval in the search. Nevertheless, this approach is a local search method, and 
vulnerable to local optima. Additionally, setting the search interval is a problem. Too large a 
search interval wastes computational resource, while too small a search interval might render a 
satisfactory outcome impossible. In addition to the commonly used, grid search, other 
techniques are employed in SVM to improve the possibility of a correct choice of parameter 
values. Particle swarm optimization algorithm (PSO) is used to optimize parameters of SVM. 

 
2.2. Genetic Algorithm 

Genetic algorithm (GA) was formally introduced in the United States in the 1970s by 
John Holland at Michigan University [15]. GA is often viewed as function optimizer, although the 
range of problems to which GA has been applied is quite broad. To use GA, you must represent 
a solution to your problem as a genome. And then the GA creates a population of solutions and 
applies genetic operators such as mutation and crossover to evolve the solutions to find the 
best one(s).This presentation outlines some of the basics of GA. The three most important 
aspects of using GA are: definition of the objective function, definition and implementation of the 
genetic population, definition and implementation of the genetic operators. Once these three 
have been defined, the generic genetic algorithm should work fairly well. Beyond that you can 
try many different variations to improve performance, find multiple optima species, or parallelize 
the algorithms. 
 
2.3. IGA_SVM 

Firstly, SVM parameters is taken as a population of GA, the population is decoded to 
parameters of SVM to obtain classification rates (CR) of test set, and then calculate 
corresponding GA fitness (fitness function is selected based on the values of CR directly in this 
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paper), secondly, the next generation population is produced by selection, crossover and 
mutation, etc, and the progeny population is used to repeat the above operation until GA stop 
conditions are met, finally, the optimal parameter is obtained and the optimal model of SVM is 
established. The processes step of the IGA_SVM algorithm is as follows: 

Step 1: initialization population. Firstly, the range of SVM parameters are determined, 
and then the combining weighted depth-first search is used to produce the initial population of 
GA with roulette selection method, the operations are as follows: 

(1) A weight is assigned to every individual in the population. 
(2) The depth-first search method is carried out to select a certain node by roulette 

selection method according to node weights. 
(3) If a path which meets the requirements is found, the path is selected as a 

chromosome of initial population and subtracts 1 from the weights of all sides on the path. 
(4) Step (2) and (3) are repeated until the numbers of chromosomes meet the size of 

population. 
Step 2: the initial population is encoded to the parameters of SVM, the training set are 

input into SVM to train and built the classify model, and the built model is tested by the test 
dataset, and the overall test sample recognition rate is taken as the fitness of the GA. 

Step 3: selection, crossover and mutation operation are carried out and produce the 
next generation population.  

Step 4: the news parameter is obtained to train and test SVM model again and 
calculates fitness, if the training stop criterion of GA is meet, return to step5, otherwise return to 
step3. 

Step 5: the parameter(c, σ) obtained at the moment is the parameter of final SVM 
model. 
 
 
3. Results and Discussion 
3.1. Data Set 

LIBSVM software tool package and IGA program are used to carry out tests on IBM 
System x3800. The datasets are form UCI data which are a2a, diabetes, waves, w1a, 
heart_disease [16]. The data are divided into training set and test set, which can not only 
provide enough data for model learning but also verify the effect of the model. The data is as 
follow. 

 
 

Table 1. The data set 
data name training samples test samples

a2a 2000 1000 
diabetes 500 200 
waves  2500 10000 
w1a 680 187 

heart_disease 1000 190 

 
 

3.2. Comparison Models and Evaluation Criterion 
In order to make the classification results of IGA_SVM comparable, three comparison 

models are chosen: SVM based on grid search, SVM based on standard genetic algorithm 
(GA_SVM) and SVM based on particle optimization algorithm (PSO_SVM). Thee classification 
rate (CR) of test data is taken as the evaluation standard. CR is defined as follows: 

 
the number of  correctly classified samples 

CR=
the total number of  samples 

 (10) 

 
3.3. The Results Comparison of Model 

The research test adopts 10-fold cross validation method, in the process of test, each 
dataset is divided into 10 equal subsets randomly, select one subset at random from the 10 
subsets as test set and the rest subsets are conflated as training set, such tests must be done 
ten times and use the percentage of average recognition rate CR to evaluate the performance 
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of the model. The parameters of SVM obtained for SVM, GA_SVM, PSO_SVM, IGA_SVM are 
shown as table 2 and the results of models are shown as figure 2. 

 
 

Table 2. The parameters of models 

Data set 
SVM GA_SVM PSO_SVM IGA_SVM 

C σ C σ C σ C σ 
a2a 83.19 1.06 28.54 0.53 93.27 3.90 78.05 8.20 

diabetes 6.97 0.08 50.39 0.59 67.64 1.72 233.47 4.57 
waves 6.96 1.29 117.66 1.81 244.57 7.42 236.89 1.43 
w1a 10.03 3.35 178.81 0.91 46.72 17.20 84.49 0.57 

heart_disease 3.07 0.42 13.74 1.87 215.73 23.53 121.60 2.18 

 
 

 
 

Figure 2. The CR(%) of models 
 
 

It can be concluded from Table 2 that for dataset a2a, the CR of PSO_SVM is superior 
to that of SVM, the CR of IGA_SVM and GA_SVM are superior to SVM and PSO_SVM, 
IGA_SVM has the best classify results, the results shows that IGA_SVM can keep the diversity 
of initial population, enhance parameter optimization ability and improved CR due to the 
introduction of weighted depth-first search and roulette selection method, which shows the 
parameter optimization strategy of IGA_SVM is reasonable and feasible. 

In Matlab 2012, the Tic and Toc is used to count training time (ms) and testing time 
(ms) of the all models, the results are shown in table 3. Compared the SVM, GA_SVM, 
PSO_SVM, the training and testing time of IGA_SVM significantly shortened, and classification 
efficient is improved, the experiment results show that the IGA_SVM can find the optimal the 
parameters of SVM, and reduces the support vectors of the SVM and computational complexity 
is deceased. 
 
 

Table 3. The training times of different models 
Data set SVM GA_SVM PSO_SVM IGA_SVM

a2a 7.51 2.57 2.18 1.28 
diabetes 5.19 2.28 1.94 1.35 
waves  4.86 2.36 2.09 1.71 
w1a 4.28 2.55 1.84 1.81 

heart_disease 5.62 1.79 1.52 1.04 
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4. Conclusion 
Parameters plays a key role in support vector machine, if parameters optimization is 

unreasonable, it often causes under-learning and over-learning, thereby directly influencing 
prediction precision and computing time. Traditional GA has disadvantages of premature 
phenomenon, poor local optimization ability and slow convergence speed, etc, and this paper 
proposes IGA_SVM which uses weighted depth-first search and roulette selection method to 
ensure the diversity of initial population for genetic algorithm. The simulation results show that 
IGA_SVM has a good robustness and a better convergence speed, and it can improve the 
classify performance of SVM. 
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