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 Osteosarcoma is a malignant bone tumor that usually affects children and 

adolescents. Early detection of osteosarcoma tumors increases the likelihood 

of successful therapy. Manual identification of osteosarcoma requires highly 

skilled doctors. In this study, we attempt to create a model to automatically 

diagnose tumors into three categories; non-tumor, viable-tumor, and 

osteosarcoma tumor. The suggested methodology can help medical 

professionals identify tumors correctly and quickly. The proposed approach 

uses the gray level co-occurrence matrix (GLCM) to extract features for 

feature extraction and three different classifiers for tumor detection. The used 

classifier are XG-Boost, support vector machine (SVM), and K-nearest 

neighbors. Finally, ensemble voting is used by combining the predictions from 

these classifiers. The system achieves 91.8% accuracy. 
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1. INTRODUCTION  

Cancer is a collection of disorders that can emerge as a result of abnormal cell proliferation, afterwards 

spreading to other regions of the body [1]. Osteosarcoma is the most common malignant tumor that can affect 

the long bone. Osteosarcoma accounts for 2% of all tumors in children aged up to 14, and 3% of tumors in 

adolescents aged 15 to 19. It is most commonly diagnosed between the ages of 10 and 30, with the majority of 

diagnoses happening in adolescence. However, osteosarcoma can strike at any age, including the elderly. About 

10% of osteosarcoma cases are diagnosed in adults over the age of 60 [2]. Osteosarcoma tumors occur due to 

the growth of new bone tissue, This tissue is softer and weaker than regular bone tissue. Osteosarcoma is the 

most frequent kind of bone cancer. Osteosarcoma normally affects children from age of ten to fourteen years. 

Osteosarcoma tumors commonly appear in the leg; femur lower part or femur or tibia upper part [3]. 

Histologically, Osteosarcoma tumors are classified into two main categories benign or malignant tumors [4]. 

The dataset obtained by a team of clinical investigators from the University of Texas Southwestern Medical 

Center in Dallas will be used in this investigation [5], [6].  

Osteosarcoma identification necessitates the use of highly experienced specialists as well as a 

significant amount of time. In order to diagnose osteosarcomas more accurately than computerized tomography 

(CT) scans and magnetic resonance imaging (MRI), researchers are already employing whole slide images 

(WSIs). Staining tissue samples from damaged regions with hematoxylin and eosin is one of the most used 

methods for identifying these cells. After staining, the samples are mounted on glass slides and examined by a 

pathologist under a microscope. In this research, we utilised high-quality WSIs, which are digital 

representations of glass slides with no pre-processing [7], [8].  

Pathological assessment of tumor necrosis following treatment is critical for patients with 

osteosarcoma. When cancer is diagnosed in its early stages, treatment is more successful, and survival improves 
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dramatically. Nonetheless, 50% of cancers are still discovered at an advanced stage. Improved cancer diagnosis 

could significantly enhance survival rates. Despite the fact that recent improvements in early detection have 

saved lives [2]. In recent years artificial intelligence achieve great progress in image classification based on 

computer vision technology and has been widely employed successfully in various fields [9]. The computer 

vision useage helps specialists in early cancer diagnostic detection and also reduces human errors [10], [11]. 

Pathologists currently identify osteosarcoma using the staining technique. The doctors resect the 

affected parts, put them in a small glass then add a special type of stain to it. Normally, each stain type is used 

to diagnose specific diseases, for osteosarcoma hematoxylin and eosin (H&E) stains are used [12]. Finally, a 

specialist with high experience examines the slides under a microscope. In this work, we will use computer 

vision to detect osteosarcoma instead of using a microscope, so the conversion of glass slides to WSI digital 

image datasets is done. The WSI images differ from other digital images as their resolution is very high in 

addition the image characteristics depend on texture, color, and pattern [13]. 

Grey level co-occurrence matrices (GLCM) are one of the powerful techniques for image texture 

analysis that is applicable to WSI images [14], [15]. In this work, we will utilize GLCM for feature extraction 

and three different classifiers; XG-Boost, support vector machine (SVM), and K-nearest neighbors used for 

classification [16]-[17]. Finally, the ensemble-voting classifier is used [18], [19]. 

The remaining portions of the paper are organised as: section 2 briefly mentions some related work 

for osteosarcoma image classification. Section 3 will discuss the methods used in this work. Section 4 describes 

the proposed model methodology and results. Section 5 shows the obtained results. Finally, section 6 presents 

the work conclusion. 

 

 

2. RELATES WORK  

In this section, we will discuss some of the most relevant related work to our approach, e.g. 

osteosarcoma bone classification. Nabid et al. [20] suggested a model for osteosarcoma histological images 

using a sequential recurrent convolutional neural network (RCNN). The model consists of four histology region 

convolution (HRC) blocks and recurrent neural network-based bidirectional gated recurrent units (GRU) 

blocks. The model was evaluated by five-fold cross-validation by using five well-known different classifiers; 

AlexNet, ResNet50, VGG16, LeNet, and SVM machine learning techniques. The model provides an accuracy 

of 89%. Mahore et al. [21] Use four different machine learning algorithms to classify osteosarcoma into viable, 

necrotic, and non-tumor. The algorithms used are decision tree, SVM, K-nearest neighbors and adaptive 

boosting. The overall accuracy was 81.22%, 83.80%, 86.90%, and 91.70% for the decision tree, SVM, K-

nearest neighbors, and adaptive boosting respectively. Ahmed et al. [22] present an automatic osteosarcoma 

histology image classification system based on CNN. The suggested approach consists of four modules: 

Modules for dataset collection, balancing imbalanced classes, classifying histology images, and evaluating 

CNN models. The training and testing accuracy of the non-regularized CNN model are 98% and 78% with an 

imbalanced dataset, and 96% and 81% with a balanced dataset, respectively. For an imbalanced dataset, the 

regularised CNN model's training and testing accuracies are 84% and 75%, respectively, whereas for a balanced 

dataset, they are 87% and 86%. 

 

 

3. MATERIALS AND METHODS 

3.1.  Dataset description 

The dataset was made up of histology photographs of osteosarcomas stained with hematoxylin and 

eosin (H&E). The information was acquired by a group of clinical experts from the University of Texas 

Southwestern Medical Center in Dallas. This dataset was created using archival samples from 50 kids treated 

at Children's Medical Center in Dallas between 1995 and 2015. Pathologists selected four patients (from a total 

of 50) based on the diversity of tumor specimens discovered following surgical resection. Each picture is 

labelled as non-tumor, viable tumor, or necrosis based on the most common kind of cancer that is present in 

that image. Two doctors worked together to annotate the text. Two pathologists each received a set of photos 

for the annotation activity. Since only one pathologist annotated any given image, each image only had one 

annotation. This dataset consists of 1091 images with a magnification of 10X and a size of 1024X1024. The 

distribution of the images is as: 292 viable tumor tiles, 263 necrotic tumors (osteosarcoma) images, and 536 

non-tumor images. Figure 1 shows samples of images inside the used dataset. Figure 1(a) shows a sample 

image for norm bone. Figure 1(b) shows a sample image for bone that affected by viable tumor. Figure 1(c) 

shows a sample image for bone that affected by osteosarcoma tumor. 
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(a) (b) (c) 

 

Figure 1. Images samples from the used dataset (a) non-tumor sample image, (b) viable tumor sample image, 

and (c) osteosarcoma tumor 

 

 

3.2.  Grey level co-occurrence matrices 

The GLCM is a common technique for extracting texture-based features from images proposed by 

Haralick et al. [23] in their article "textural features for image classification". The GLCM computes the textural 

association between pixels by applying a second-order statistical procedure to the images. The GLCM uses the 

adjacency principle in other words any calculated texture value is based on two adjacency pixels. The GLCM 

continuously records all pairs of neighboring pixel values that appear in all image directions [24]. The 

mathematical formula for an image's GLCM characteristics is a matrix with the same number of rows and 

columns as the image's grey values. The elements of this matrix depend on how frequently the two adjacent 

pixels appear. Based on their surroundings, both pixel pairings can differ. According to the row and column's 

grey values, these matrix members have second-order statistical probability values. A big transient matrix 

results from wide intensity levels. Process load as a result is time-consuming [25]. For a single image, four 

GLCM matrices are built. There are four forms of adjacency; left to right, upper to bottom, upper left to bottom 

right, and upper right to bottom left. Fourteen textural characteristics based on statistical theory are calculated 

from the four GLCM matrices. These characteristics include the angular second moment, contrast, correlation, 

the sum of squares: variance, the inverse difference moment, the sum average, the sum variance, the sum 

entropy, the difference variance, the difference entropy, information measures of correlation [f12 and f13], and 

the maximal correlation coefficient [26].  
 

 

4. THE PROPOSED SYSTEM 

The suggested system is divided into five major stages. The first stage is data preparation. The second 

stage is color normalization to overcome the non-uniform color for the WSI images. The third stage is feature 

extraction using GLCM which procedure of 13 different features for each image. The fourth and final stage is 

the classification stage, we use three different classifiers; XG-Boost, SVM, and K-nearest neighbors. The fifth 

and final stage is to combine the results from the used classifier and perform ensemble voting. Figure 2 shows 

the overall proposed model structure. Figure 2(a) data preparation stage assign each image to its corresponding 

class. Figure 2(b) WSI stained image stage tends to enhance the quality of images. Figure 2(c) feature extraction 

stage tends to extract images' key characteristics, in this work GLCM is used to extract texture features from 

the images. Figure 2(d) classification stage images are classified with three different classifier, XG-Boost, 

SVM, and K-nearest. Figure 2(e) ensemble voting stage apply voting on the used classifier.  

 

 

 
 

 
 

 
 

 
 

 

(a)  (b)  (c)  (d)  (e) 

 

Figure 2. The sequence of the proposed system stages (a) stage 1: data preparation, (b) stage 2: enhance 

image quality using WSI stained, (c) stage 3: texture feature extraction using GLCM, (d) stage 4: image 

classification using three different classifier, and (e) stage 5: enhance the accuracy by apply ensemble voting 

 

 

- Stage 1: the dataset is divided into three classes; non-tumor, viable tumor, and osteosarcoma as shown in 

Table 1. Use 1,085 images, 810 images used for training and 275 images used for testing. 

- Stage 2: normally WSI stained images have non-uniform color dispersion, which affects the feature 

extraction process so it is important to make color normalization. Image normalization solves the non-
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color dispersion problem by reducing color differences and distributing them over all pixels in an image. 

In this work, the normalization is performed for each image based on hue saturation value (HSV) color 

space according to Algorithm 1 steps. 

 

 

Table 1. Data set preparation 

Class Number Class Name 
Image samples 

Train Test 

0 Non-tumor 400 130 

1 Viable-tumor 210 82 

2 Osteosarcoma- tumor 200 63 
Total Samples 810 275 

 

 

- Stage 3: Extract the texture features based on GLCM technique according to Algorithm 2 steps. Figure 3 

shows the feature extraction process. The image feature extraction used GLCM to extract the features 

from WSI gray images. The GLGM extract 14 different feature for each two neighboring pixels in four 

directions, from left to right, from upper to bottom, from upper left to bottom right, from upper right to 

bottom left and store the result into matrix feature 1, matrix feature 2, matrix feature 3, and matrix feature 

4 respectively. Finally, the average for the obtained features is calculated.  

 

Algorithm 2. Feature extraction 
Step 1: Convert image to gray scale 

Step 2: Extract 14 different statistical feature for each two neighboring pixels from left 

to right 

Step 3: Store the results into matrix.  

 Step 4: Repeat the steps 2 and 3 for each two neighboring in the following directions: 

 Starting from the upper and moving downward, 

 From upper left to lower right, 

 From upper right to bottom left 

Step 5: Calculate the mean of the four matrix. 

 

 

 
 

Figure 3. Image feature extraction 
 

 

- Stage 4 and 5: The features obtained from the previous stage are classified with three different classifiers 

XG-Boost, SVM, and K-nearest neighbors. The output of these classifiers is combined together to 

perform ensemble voting. Figure 4 shows the used classification techniques, three different classifiers 

Algorithm 1. Image color normalization 
Step 1: Read image in RGB format. 

Step 2: Convert image to HSV color space. 

Step 3: Threshold the H channel to three distinct regions: 

 Region 0: from 0 to 0.68 

 Region 1: from 0.68 to 0.9 

 Region 2: from 0.9 to 1 

Step 4: Construct image to HSV space 

Step 5: Return image back to RGB format. 

RGB Normalized 
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XG-Boost, SVM, and K-nearest neighbors are used for classification for average matrix feature that 

calculated in stage 3 then, the ensemble voting is performed to enhance the classification accuracy. 
 

 

 
 

Figure 4. Image classification 
 
 

5. RESULTS 

Table 2 compares between the confusion matrix for the XG-Boost, SVM, K-nearest neighbors and 

ensemble voting. Class 0 denotes a non-tumor, class 1 a viable tumor, and class 2 an osteosarcoma tumor. 

Table 3 compares the total accuracy obtained for the XG-Boost, SVM, K-nearest neighbors and ensemble 

voting algorithms; from the results, it is clear that the best algorithm is ensemble voting with 91.8% accuracy. 
 

 

Table 2. The confusion matrix and accuracy for XG-Boost, SVM, K-nearest 
Predicted Class 

Input Class  

0 1 2 0 1 2 0 1 2 1 2 3 

XG-Boost  SVM  K-nearest neighbors  Ensemble voting  

0 (130 image) 136 0 0 135 1 0 134 0 2 136 0 0 

1 (82 image) 0 82 0 0 82 0 9 73 0 0 82 0 
2 (63 image) 24 0 39 28 1 34 24 0 39 32 0 40 

 

 

Table 3. Classifier accuracy 
Classifier Accuracy 

XG-Boost 91.5% 

SVM 89.3% 

K-nearest neighbors 87.5% 
Ensemble voting  91.8% 

 

 

6. CONCLUSION 

In this study, we present a methodology for identifying different types of osteosarcoma tumors. The 

proposed model accept WSI image stained with H&E and automatically classify them into three categories; 

non-tumor, viable-tumor, and osteosarcoma tumor. The GLCM technique is used to extract fourteen image 

texture features. Three different feature extraction algorithms are used for classification. Finally, the 

classification is performed by applying ensemble voting. The proposed model achieves 91.8% accuracy. 
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