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 Mastoiditis occurs due to inflammation that can affect the structure of the 

mastoid bone. The mastoid bone consists of the mastoid air cell system 

(MACS) which protects the ear structures and regulates air pressure in the ear 

and has different sizes and characteristics, making it very difficult to identify 

precisely. This study aims to identify and find the right MACS size by 

developing an automatic identification model and obtaining the optimal 

threshold value in the segmentation process using the extended adaptive 

threshold (eAT) method. The research dataset uses computed tomography 

(CT)-scan images of 308 slices of 12 patients indicated for mastoiditis. The 

results of this study provide identification that has the right MACS accuracy 

and size. Overall, the optimal segmentation process obtained the smallest 

threshold value of 57 and the largest threshold value of 63, the smallest MACS 

size is 4.025 cm2 and the largest is 8.816 cm2 with an accuracy rate of 93.4%. 

The smaller MACS size indicates inflammation in the mastoid area and these 

patients require more intensive treatment. 
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1. INTRODUCTION  

The ear is a sensory organ that is responsible for hearing in the human body [1]. Healthy hearing will 

increase productivity in life. Most people in developing countries live with hearing loss. More than 5% of the 

number of hearing sufferers of the world's population, where this disorder affects almost 34 million children. 

In 2050, nearly 2.5 billion people worldwide or 1 in 4 people live with some degree of hearing loss. At least 

700 million people need hearing rehabilitation care and services [2]. 

Indonesia is one of the four countries in Southeast Asia with the highest prevalence rate of hearing 

loss, namely 4.6% along with India (6.3%), Myanmar (8.4%) and Sri Lanka (8.8%). Nationally, 2.6% of people 

experience hearing loss with a deafness prevalence rate of 0.09%. Hearing loss is now often overlooked because 

it is considered not to cause death. This opinion is very wrong, because if left unchecked continuously can lead 

to inflammation such as otitis media and bone erosion and damage to surrounding organ structures which 

eventually lead to complications and can even lead to stroke due to complications to the brain [3], [4]. 

Mastoiditis is a complication of chronic suppurative otitis media due to bacterial infection that occurs 

in the mastoid bone [5], [6]. This infection spreads from the ear to the mastoid air cell system (MACS) which 

can damage the bone structure of the ear, making it difficult to diagnose and decide on surgery [7], [8]. The 

mastoid bone has many cavities and must have fluent airflow to function properly.  

https://creativecommons.org/licenses/by-sa/4.0/
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Today's technology has had a significant influence on every aspect of human life [9]. In recent times, 

technology has penetrated all fields, such as health, economics, society, culture, and others [10]. Furthermore, 

technology in the medical field has certainly provided input and improvements to support the performance of 

the health world [11]. The role of technology in the health sector is also able to provide positive trends in 

assisting medical personnel in carrying out the diagnosis process [12].  

The form of application of this technology can be seen from the use of computed tomography scan 

(CT-scan) technology to support the diagnosis process [13]. The diagnostic process is carried out to facilitate 

the process of identifying a disease that is difficult to detect [14]. One of the diseases that can be detected with 

this CT-scan is the MACS in the temporal bone [15]. 

CT-scan is an imaging examination performed on patients suffering from mastoiditis to detect 

abnormalities in the temporal bone and to describe small features of the inner ear [16], [17]. CT-scan has 

become an important way to examine the anatomical organs of the human temporal bone in the diagnosis and 

treatment of ear diseases [18]. This examination has not been able to fully assist doctors in determining the 

diagnosis, because it is still determined from the patient's clinical history and evaluation of doctor's care [19], 

and it is difficult to determine the segmentation of the size of the inner ear on the temporal bone structure [20]. 

The application of image processing technology is the right solution to identify the presence and 

measure the MACS area on the mastoid bone. Several studies in processing CT-scan images of mastoid bone 

from patients with mastoiditis, such as analyzing the presence and extracting MACS using surface skeleton 

and curve skeleton techniques and extracting geometric information from MACS objects [21]. Furthermore, 

the segmentation process is carried out automatically using the morphological image enhancement and 

convolutional neural network (CNN) method to describe the region of interest (ROI) structure of the Temporal 

bone micro-object from the CT-scan image. This study resulted in a good accuracy of detection and 

identification of temporal bone structure [22]. Further research uses the segmentation method by manually 

determining the threshold value in calculating the MACS surface area and volume based on the value of 

hounsfield unit (HU) [23]. The same study evaluated the value of HU in differentiating right and left-sided 

MACS and associating with patient age [24]. 

Anatomical segmentation of ear structures using the CNN method combined with 2D Segmentation 

methods (U-Net, ResU-Net, SEU-Net), 3D volume mask and region extraction. This study resulted in a fairly 

good segmentation of several objects to be analyzed [25]. Furthermore, semi-automatic CT-scan reconstruction 

in measuring the volume of inner ear structures using global thresholding and feature region segmentation 

methods. The results of this study can reconstruct 3D volume, but it is difficult to determine the segmentation of 

the size of the inner ear on the temporal bone structure because of the size, many characteristics of the same object 

and overlapping and the position of the structure on the temporal bone is different at the time of shooting [26]. 

This study proposes an update in the process of segmentation and automatic identification of MACS 

objects on the axial CT-scan of the temporal bone. The research results can identify and determine the size of 

the MACS surface area very well. Thus, this study can be used as a recommendation model for identifying the 

severity of MACS for medical parties in the management of further treatment. 

 

 

2. METHOD 

The research dataset used the results of CT-scan mastoid images from the temporal bone of axial 

slices as many as 308 slices of images of 12 patients suffering from mastoiditis. The image is taken using a 

CT-scan that uses x-rays as a source that penetrates the organs of the body, then the rays are captured by a 

detector and reconstructed by a computer into a digital image. The images tested in this study are images of 

the results of an axial scan of the temporal bone for patients with mastoiditis in the radiology section of the Dr. 

Central General Hospital. M. Djamil Padang, West Sumatera, Indonesia. The image was taken using a Siemens 

SOMATOM Perspective CT-scanner and the results can be viewed with the syngo® fastView application and 

saved as a digital image in the joint photographic group (JPG.) format. The test image used was taken from the 

axial CT-scan of the temporal bone, as shown in Figure 1. Figure 1(a) shows an overview of the MACS and 

Figure 1(b) is the result of a CT scan of the temporal bone of a patient with mastoiditis. Then it was applied to 

the automatic identification model in Figure 2 to identify the presence of MACS. 

Figure 1 is the result of an axial CT-scan of the temporal bone. Figure 1(a) is an object of inflammation 

in the mastoid area and Figure 1(b) shows an overall picture of the results of a CT-scan image of the temporal 

bone. Based on these results, the CT-scan image still requires further image processing to determine the 

presence of an amorphous and narrowed MACS. Thus, the identification process in measuring the area of the 

MACS is needed to ensure the diagnosis results. The process can be presented in the research framework 

presented in Figure 2. 
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(a) 

 
(b) 

 

Figure 1. The Axial CT-scan of the temporal bone (a) mastoid air cell system and (b) CT-scan temporal of 

patients with mastoid 

 

 

 
 

Figure 2. Research framework 

 

 

Figure 2 describes the research framework presented by image processing in identification. This 

process was developed to have automatic performance in determining the air cell system on temporal CT-scan 

images. Several stages of image processing are used to produce precise and accurate output. The stages of the 

process consist of image cropping, image enhancement, and binary image conversion by calculating the 

optimal threshold value, morphological operations, and region properties. All these stages will be developed 

in an algorithmic model in the identification of air cell systems on temporal CT-scan images. 

 

2.1.  Image filtering 

This stage aims to eliminate small variations between neighboring pixels by adjusting the pixel value 

to the histogram value level [27], [28], thus clarifying and improving image quality for processing at next stage. 

The filtering process used in (1). 
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𝑚𝑓(𝑥, 𝑦) = 𝑚𝑒𝑑𝑖𝑎𝑛(𝑝,𝑞)∈𝑆𝑥𝑦{𝑥(𝑝, 𝑞)} (1) 

 

Where 𝑚𝑓(𝑥, 𝑦) is the result of the median filter, 𝑚𝑒𝑑𝑖𝑎𝑛(𝑝,𝑞)∈𝑆𝑥𝑦  is the average value of the pixel coordinates 

of 𝑥(𝑝, 𝑞). The median filter process results in filtering the position of pixel values which are moved 

sequentially from the smallest pixel value to the largest pixel value for the overall pixel value in the image. 

Furthermore, the position of the pixel values that have been sorted is determined by the middle value (median) 

and used as the value between pixels. 

 

2.2.  Extended adaptive threshold (EAT) 

The segmentation process aims to separate the object region from the background region so that 

objects in the image are easy to analyze in recognizing objects and classifying objects [29]. Due to the large 

number of visual characteristics of the object displayed on the axial CT-scan of the temporal bone, it is 

necessary to separate the mastoid area from unnecessary CT-scan input images. However, the results of CT-

scan images vary depending on the difficulty of the image, the color, the position of the area around the mastoid 

and the brightness level of the image [30]. Threshold segmentation methods that can be used in the 

segmentation process are single threshold and multi threshold [31]. In general, the threshold segmentation 

method used is the Otsu method by taking into account the maximum class variance value [32], [33]. The 

segmentation approach using the multi-level Otsu method can predict the desired optimal threshold point by 

calculating the histogram and probability in a homogeneous region based on the gray scale color intensity level 

to separate objects from the background and convert binary images [34], [35]. The pixel feature value is 

compared with the segmentation threshold in order to determine which part of the image to group [36], [37]. 

Calculation of the mathematical formula for the Otsu threshold by calculating the intensity value of the gray 

level is presented in (2). 

 

𝒑𝟏 = ∑ 𝒑𝒊
𝑲−𝟏
𝒊=𝑻 = 𝟏 − 𝒑𝟎  (2) 

 

In (2) is a process for calculating the overall pixel intensity value with a gray level of 'K' as [0, K-1] 

at each ip  pixel intensity level. The results of these calculations can maximize the variance between classes 

of each pixel intensity value with a grayscale. To calculate the probability value for each grayscale pixel 

intensity value is presented in (3). 

 

𝑝𝑖 =
𝑛𝑖

𝑁
(𝑝𝑖 > 0)

 

(3) 

 

In (3) is a calculation to determine the distribution of gray level intensity in an image. N  is the sum 

of all pixel intensities in the image and in  is the number of pixel intensities 𝑖. Calculating the optimal threshold 

value for the input image proposed in this study to separate objects from the background is presented in (4). 

 

𝒆𝑨𝑻 =
∑ 𝒌.𝒉𝒊𝒊:𝒏

∑ 𝒑𝒊𝒊:𝒏
 (4) 

 

In (4) is the calculation of the optimal threshold value with the eAT method for each test image, where 
∑ 𝑘. ℎ𝑖𝑖:𝑛  calculate the total pixels overall against the intensity of the pixel value with the degree of gray from 

the normalized histogram to i, then divided by the average number of intensity values of the gray level of a 

grayscale image expressed by ∑ 𝑝𝑖𝑖:𝑛 . The value ranges from 1 to n, with a maximum value of n=255.  

Figure 3 illustrates the process of image threshold values. 

 

 

 
 

Figure 3. Extended adaptive threshold process 
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Figure 3 is the conversion result of the gray image to a binary image using the optimal threshold value with 

the eAT algorithm. Image pixel values that exceed or are less than the threshold value is grouped into certain areas. 

Furthermore, the results of this binary image are applied to the identification model for the next process stage. 

 

2.3.  Object extraction method 

This stage aims to extract information from the object to be analyzed and differentiated from several 

other objects that have unique intensity and characteristics values [38], [39]. In carrying out the object 

extraction process, an image that has been generated from the segmentation and morphology process is needed 

with the aim of obtaining characteristics that can distinguish an object from other objects in the image [40]. To 

distinguish the features of the object to be analyzed, the separation is carried out by calculating the pixel 

statistics on the image object and determining the input value or parameter [41]. The parameters used in object 

extraction are shown in the (5). 

 

𝑚𝑒𝑡𝑟𝑖𝑐𝑖 = 4𝜋 [
𝑎𝑖

𝑝𝑖
2] (5) 

 

Ratio of the metrics can be calculated from the area and circumference of the image with 𝑎𝑖 maximum 

intensity value of 1 only for circles and less than 1 for other shapes. The results of calculating the value ratio 

are used to extract the desired object by trading the binary value of each object in the image. After the object 

separation process is carried out in the image, the steps are continued to remove small parts of the object that 

are not processed. The results of the process are presented in a closing morphological reconstruction model 

involving several previously processed images and a steel. 

 

2.4.  Morphological operations 

After getting the image results from the image segmentation and extraction process, the next step is 

to perform morphological operations based on the morphological features of the image [42], [43]. Morphology 

is an image processing process that focuses on the shape of objects [44]. Filling region is one of the 

morphological algorithms in image processing with the aim of selecting an area with a certain color [45]. Figure 

4 shows an illustration of the filling region method process, where Figure 4(a) is the input image to be analyzed, 

Figure 4(b) shows the results of the one region fill process and Figure 4(c) is the result of the all region fill 

process. 

 

 

 
(a) 

 
(b) 

 
(c) 

 

Figure 4. Illustration of the filling region method process, (a) original image, (b) one region fill, and  

(c) all region fill  

 

 

Figure 4 is an illustration of the results of the morphological operation process in segmentation. In 

more detail, Figure 4(a) is the original image, Figure 4(b) is the result of one region filling image, and Figure 

4(c) is the result of the morphological operation of the region-filling. The results of the process described in 

the morphological operation present an overview of obtaining the surface area of the object. 

 

2.5.  Inverted image 

This stage is a simple operation performed in image processing. This process reverses the value of the 

image with a positive value to be negative and vice versa [46]. This process clarifies the intensity of the object 

needed to be analyzed in the next stage. The inverted image process equation is presented in the (6) [47]. 

 

𝐼(𝑥,𝑦) = 𝐾 + 1 + 𝐿(𝑥,𝑦) (6) 
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Where 𝐼(𝑥,𝑦) is the result of the process of reversing the intensity value, 𝐾 is the minimum value and 𝐿(𝑥,𝑦) is 

the initial intensity value. This process is to get a negative image, so to find a negative value subtract the 

maximum value. Figure 5 shows an illustration of the inverted image process, where Figure 5(a) is the result 

of the input image to be analyzed and Figure 5(b) shows the result of the image negation process. 

 

 

 
(a) 

 
(b) 

 

Figure 5. The process of inverted images (a) original image and (b) inverted process results 

 

 

Figure 5 shows the black pixel value (0) which will be replaced with the white pixel value (1). This 

process stage reverses the pixel value in the initial image from a positive value to a negative value. The results 

of this process can obtain accurate results when eliminating noise and clarifying the image. 

 

2.6.  Clearing border and overlay 

This stage aims to clean objects with some noise around the image area, where non-region of interest 

(non-ROI) objects that are connected to the image boundary need to be removed [48]. Furthermore, this result 

is carried out with an image overlay with the aim of focusing the object on a particular image by covering the 

main object and displaying object identification (OII) which is the main focus [49]. By using an image overlay 

on medical images, it is possible to know the exact anatomy and visualize the anatomy of the temporal bone, 

especially MACS, thus potentially increasing the surgeon's analysis in performing a series of more complex 

examination procedures. 

 

 

3. RESULTS AND DISCUSSION 

In this study using test data with 1 patient, where the image of the patient being tested consists of 193 

slices of images of mastoiditis patients. From the many slices of the image, 7 slices of images of patients with 

mastoiditis who still have MACS are taken from both the right and left sides, namely the slices of image 95 to 

slices of image 101. The input image is converted from the syngo® fastView application with a size of 1105 x 

649 pixels with the format JPG. Some of the information contained in the image has been omitted in order to 

maintain the code of ethics with the image cutting process, The description of the input image can be presented 

in Figure 6. 

 

 

 
 

Figure 6. Input image 
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Figure 6 is the input image used in the identification process. The image uses the results of a temporal 

CT-scan image. The discussion process begins with performing image preprocessing by adopting cropping and 

filtering operations with the aim of improving image quality. The image enhancement process can present 

output which can be seen in Figure 7, where Figure 7(a) is the result of image cropping which will be analyzed 

by a filtering process to improve image quality as shown in Figure 7(b). 

 

 

 
(a) 

 
(b) 

 

Figure 7. Image enhancement process (a) cropped image and (b) image filtering results 

 

 

Figure 7 is the image processing stage of the input image which aims to produce better image quality 

than the previous image. Figure 7(a) is the result of the image cropping process which is capable of displaying 

predetermined objects. Furthermore, a filtering process is carried out to improve the quality of the image which 

will be processed at a later stage as shown in Figure 7(b). The filtering results resulted in the changes presented 

in Table 1. 

 

 

Table 1. Intensity value 
Image cropping 

 
Image filtering 

97 110 119 119 111 100 93 91 97  97 110 119 114 111 100 95 95 98 

110 121 124 119 107 96 90 91 99  110 121 119 119 107 96 93 93 99 

124 128 122 112 101 94 91 94 102  124 124 121 112 100 93 91 93 101 

135 130 114 100 93 91 91 93 101  128 127 114 101 93 91 91 93 101 

143 127 103 88 85 87 89 91 96  135 127 103 93 87 87 89 91 96 

146 122 94 80 81 85 87 88 91  143 122 94 85 85 85 87 88 91 

143 115 89 78 80 85 87 88 87  141 115 89 81 81 85 87 88 88 

134 107 86 79 82 87 89 89 87  141 107 86 82 82 87 89 88 88 

120 97 84 82 86 89 90 90 88  117 97 85 84 86 89 89 89 88 

105 88 82 85 89 90 89 90 89  104 88 84 85 89 89 90 89 88 

93 81 81 86 90 90 89 89 88  93 82 82 85 89 89 89 89 88 

85 79 80 85 89 90 89 89 87  85 81 81 85 89 89 89 89 87 

83 79 80 84 87 89 90 88 85  85 81 81 84 87 89 89 88 85 

88 82 81 83 86 89 89 88 85  88 82 82 83 86 89 89 88 85 

100 87 81 82 86 88 89 86 83  96 87 82 82 86 88 88 86 83  

 

 

The results of this filtering process are then converted to binary images, where at this stage the 

conversion process performs an automatic threshold value calculation for each input image with the 

development of the thresholding method. The goal is to get an optimal threshold value in separating the object 

to be analyzed as the foreground from the background. The value of each pixel is changed to 0 (zero) if it has 

the same small value as the threshold value and vice versa if the large pixel value of the threshold is changed 

to 1 (one). The results of this process for each patient are presented in Table 2. 

The results of the development of the eAT method for the binary image conversion process are as 

shown in Table 2, where for each input image a different optimal threshold value is obtained automatically. 

Furthermore, the results of this binary image are applied to the development of the designed model. The next 
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stage is an automatic identification process by performing object extraction and morphological reconstruction 

to remove unnecessary objects and highlight MACS image object identification (OII).  

The results of OII MACS are image negation process, each pixel value of the image with a value of 0 

is changed to 1 and vice versa each pixel value of 1 is changed to 0. Image negation results distinguish the 

objects identified in the image so that the object image is cleaned from some of the noise in the object image. 

with similar intensity values (neighboring images), where non-ROI objects that are connected to the image 

boundary have improved quality and separated OII MACS. 

 

 

Table 2. Binary image results of eAT 
Image results of filtering process Binary image results of eAT Value of eAT 

Slice 1 

  

63 

    

Slice 2 

  

61 

    

Slice 3 

  

61 

    

Slice 4 

  

59 
 

    

Slice 5 

  

58 

    

Slice 6 

  

58 

    

Slice 7 

  

57 

 

 

The final stage of the development of this model is the MACS size calculation process from OII 

MACS, the calculation is carried out by calculating the white pixel intensity value (value 1), each pixel is 
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converted to mm worth 0.29 (1 pixel=0.29 mm). For each identified pixel, the pixel value is changed to red. 

The results of extraction, identification and calculation of MACS size are presented in Table 3. 

 

 

Table 3. Extraction results, identification, and area MACS 
MACS extraction results MACS identification Pixel area Area (cm2) 

Slice 1 

  

3040 8.816 

     

Slice 2 

  

2827 8.198 

     

Slice 3 

  

3040 8.816 

     

Slice 4 

  

2399 6.957 

     

Slice 5 

  

2229 6.464 

     

Slice 6 

  

1681 4.875 

     

Slice 7 

  

1388 4.025 

 

 

The results in Table 3 show that MACS OII was identified with very good accuracy so that the MACS 

size can be calculated precisely. The calculation used to determine the accuracy is shown in the (7). 

 

Accuracy % =
∑𝑂𝐼𝐼𝑀𝐴𝐶𝑆

∑Data Testing
𝑥100% (7) 
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Where the level of accuracy is the number of MACS objects identified against the number of images tested multiplied 

by 100%. The smallest MACS size from this study was 4.025 cm2 and the largest size was 8.816 cm2 with an 

accuracy rate of 93.4%. Identified MACS area provides information in the form of MACS object area. The smaller 

MACS size indicates inflammation in the mastoid area and these patients require more intensive treatment. 

Based on the previous explanation, the segmentation process with the proposed method of identifying 

MACS objects automatically provides precise and accurate output. This research is able to present a novelty in 

the image segmentation process on CT-scan. thus this research can make a positive contribution which is used 

as an alternative solution in the diagnosis process. Another impact of this research is that it can provide 

accuracy in decision-making for the process of treating patients with mastoiditis. 

 

 

4. CONCLUSION  

The process of developing a segmentation method for the detection of the MACS provides precise 

and accurate identification results. The development of the segmentation method is able to maximize the 

performance of the previous identification process by providing information on the volume of the MACS. 

Based on the results of the tests carried out, the method development also provides new knowledge with the 

optimal threshold value automatically on each patient test image slice. Overall, the results provided by this 

study have a major contribution in determining mastoiditis disease for the medical side in making decisions 

regarding the follow-up of further treatment. 
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