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 Federated learning (FL) has emerged as one of the most effective solutions to 

deal with the rapid utilization of internet of things (IoT) in big data markets. 

Through FL, local data at each IoT device can be trained locally without 

sharing the local data to the cloud server. However, this conventional FL may 

still suffer from privacy leakage when the local data are trained, and the 

trained model is shared to the cloud server to update the global prediction 

model. This paper proposes a FL framework with privacy awareness to protect 

data including the trained model for IoT devices. First, a data/model 

encryption method using fully homomorphic encryption is introduced, aiming 

at protecting the data/model privacy. Then, the FL framework for the IoT with 

the encryption method leveraging logistic regression approach is discussed. 

Experimental results using random datasets show that the proposed 

framework can obtain higher global model accuracy (up to 4.84%) and lower 

global model loss (up to 66.4%) compared with other baseline methods. 
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1. INTRODUCTION 

The rapid utilization of internet of things (IoT) in big data market has widely attracted both academia 

and industry [1]. A centralized learning, where all data from IoT devices are trained at the cloud server, is one 

of the most popular big data learning approaches to date [2]. This is because the cloud server has unlimited 

computing capability to deal with a huge amount of data from various IoT devices. However, such an approach 

has high probability from information privacy leakage when data from IoT devices are shared to and processed 

at the cloud server. To minimize the privacy leakage, there exists a local learning where data at each IoT device 

are trained locally [3]. Nevertheless, this approach may suffer from inherent limited computation of the IoT 

devices, which then leads to the data training quality. 

Recently, federated learning (FL) has emerged as one of the most suitable solutions that can address 

problems of the aforementioned approaches [4]. Specifically, each participating IoT device can first collect 

local data and then train them individually to generate a local trained model. Next, all participating IoT devices 

can share the local trained models to the cloud server, aiming at updating the global model repetitively. Here, 

the IoT devices do not need to share the real local data to the cloud server to preserve the data privacy [5]. 

For example, the works in [6]–[18] utilize the FL approach to obtain high-accurate prediction model 

accuracy in various applications such as geospatial applications, electric vehicle networks, internet of vehicles, 

intelligent transportation system, and edge computing/caching system. However, such conventional FL can still 

reveal the sensitive information privacy especially when the local data of IoT devices are trained locally and 

the generated trained models are shared to the cloud server. To this end, previous works has investigated the 

https://creativecommons.org/licenses/by-sa/4.0/
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possibility of such privacy concern. In particular, the authors in [19] show that the local trained model of a 

malicious training participant can be utilized to train a duplicate model to disclose the data protection of other 

participants. Additionally, [20], [21] reveal that attackers can obtain personal information of FL learners by 

exploiting the local trained models shared to the cloud server. 

To address the above problem, privacy-aware based learning approaches can be exploited. For 

example, prior to sharing the local data to the cloud server, an encryption method can be performed to the local 

data such that only the encrypted data are sent to the cloud server. To perform this encryption, the authors in 

[22], [23] utilize a homomorphic encryption which enables operations to be directly performed to the encrypted 

data without decrypting the data. However, both works do not consider the FL approach. Instead, the whole 

encrypted data are trained at the cloud server.  

Meanwhile, the works in [21], [24] use the FL approach when all the unencrypted local data are trained 

locally and only the trained local models are encrypted. In this case, the encrypted trained models from the FL 

learners can be then shared to the cloud server for the encrypted global model update. To produce global model 

aggregation with privacy awareness, the authors in [25]–[27] leverage a differential privacy approach by adding 

noised model updates to the aggregated model. Nonetheless, the above works only take the conventional FL 

into account without any privacy for the local data to be trained. 

In this paper, a privacy aware-based FL framework to protect local data training and trained model 

sharing for IoT devices is proposed. First, a data/model encryption method using fully homomorphic 

encryption (FHE) is introduced, aiming at protecting the data/model privacy from any malicious IoT devices 

and/or attackers. Then, the FL framework for the IoT devices with the FHE method leveraging logistic 

regression ap- proach is developed. To this end, the participating IoT devices not only encrypt the local data, but 

also the local trained models for the cloud server. Additionally, the global model update at the cloud server also 

uses the FHE method. In other words, the proposed FL approach fully use the FHE for the entire processes 

except for the prediction step. This is the first work that combines both data and trained model encryption for 

the FL process. Based on the experimental results using random datasets, the proposed FL framework can 

provide comparable global prediction accuracy and less global prediction loss (up to 64%) compared with other 

baseline methods. In the following sections, the encryption and FL training processes for data and trained models 

are explained in details. Then, comprehensive comparisons in terms of accuracy, loss, and learning performances 

are evaluated. 

 

 

2. METHOD 

Generally, the research method is shown in Figure 1. Suppose that there are a cloud server and a 

set of participating IoT devices, i.e., 𝒦 = {1, … , 𝑘, … , 𝐾}. Specifically, the cloud server is connected to K 

participating IoT devices via wireless connections, e.g., Wi-Fi or cellular networks, in a considered IoT network 

at a specified period. Both cloud server and all participating IoT devices have computing resources to conduct 

the training processes for the FL. There are two key procedures that can be executed to comply with the 

proposed privacy aware-based FL framework in the following: i) pre-training process and ii) training process. 

 

 

 
 

Figure 1. The privacy aware-based FL framework for IoT devices 

 

 

2.1.  Pre-training process 

This pre-training process is executed once before the FL process. In this step, each IoT device can 

first generate IoT data from sensing devices, e.g., sensors and camera. Upon collecting the IoT data from 
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the sensing process, the IoT device can store them at the limited local storage of the IoT device. These data 

may contain meaningful information such as features and label. Then, the IoT device can implement the data 

pre-processing to remove some unused data, e.g., incomplete features of the data. At the same time, the cloud 

server can determine the number of rounds and pre-defined training time at each round for the expected FL 

process. 

Using the data in the local storage, each IoT device performs data encryption using FHE approach to 

protect the sensitive information privacy and conduct the data operation without a need of data decryption in 

non-trustworthy areas, e.g., with the existence of third parties [28]. In this ecryption, Cheon-Kim-Kim-Song 

(CKKS)-based FHE is adopted to provide simultaneous arbitrary operations on encrypted data in real numbers, 

e.g., addition, substraction, and multiplication. This method works well with polynomials since it has a better 

efficiency-and-security tradeoff than standard computations on data vectors/matrices [29]. Here, the CKKS-

based FHE contains the following polynomial-time algorithms for the encryption processes. 

− GenSK(𝑘) to generate the secret key 𝐺𝑘
𝑠𝑘 for IoT device-k. 

− GenPK(𝐺𝑘
𝑠𝑘) to generate the public key as the function of 𝐺𝑘

𝑠𝑘 IoT device-k. 

− Encrypt(𝐺𝑘
𝑝𝑘

, 𝛿) to encrypt data 𝛿 using G𝑘
𝑝𝑘

 with the output of encrypted data 𝛿𝑒. 

− Add(𝛿1
𝑒 , 𝛿2

𝑒), Sub(𝛿1
𝑒 , 𝛿2

𝑒), and Mul(𝛿1
𝑒 , 𝛿2

𝑒) to add, substract, and multiply encrypted data 𝛿1
𝑒 and 𝛿2

𝑒 with 

the output of 𝛿+
𝑒 , 𝛿−

𝑒 , and 𝛿∗
𝑒, respectively. 

Based on the above definitions, 𝛿𝑘 = (𝐹𝑘, 𝐿𝑘) can be defined as the total local data at IoT device-k, 

where 𝐹𝑘 and 𝐿𝑘 are the training feature and training label matrices of the data at IoT device-k. Here, each IoT 

device-k can first obtain the secret key 𝐺𝑘
𝑠𝑘 using GenSK (𝑘) (which is hidden from other IoT devices and the 

cloud server) and public key 𝐺𝑘
𝑝𝑘

 using GenPK (𝐺𝑘
𝑠𝑘). Each IoT device-k can then encrypt 𝛿𝑘 using 𝐺𝑘

𝑝𝑘
, i.e., 

Encrypt (𝐺𝑘
𝑝𝑘

, 𝛿𝑘), to obtain the encrypted data 𝛿𝑘
𝑒 = (𝐹𝑘

𝑒 , 𝐿𝑘
𝑒 ), where 𝐹𝑘

𝑒 and 𝐿𝑘
𝑒  are the encrypted training 

feature and encrypted training label matrices of the data at IoT device-k. Upon completing the data encryption, 

each IoT device can execute corresponding arbitrary operations, e.g., Add (. ), Sub (. ), and Mul (. ) for the FL 

process later. 

 

2.2.  Training process 

Upon concluding the pre-training process, the training process using FL between the cloud server and 

all participating IoT devices in 𝒦 can be observed in Figure 1. All participating IoT devices first train their 

local encrypted data and then share the encrypted local trained models to the cloud server (to preserve the 

privacy of the local trained models) at each learning round. Upon completing the training process within a pre-

defined training time at each round, the encrypted local models from the participating IoT devices can be 

collected and aggregated by the cloud server with the aim to produce the aggregated encrypted local model. 

This aggregated encrypted local model is then processed to obtain the current encrypted global model. The 

updated encrypted global model can be used for the next iteration of the FL process at the participating IoT 

devices and the cloud server. To this end, this training process are repeated until the encrypted global model 

converges, or the training time reaches the pre-defined FL time threshold. 

To implement the FL process, a logistic regression approach [30] is applied for a binary classification 

prediction model. Let 𝑓𝑘,𝑗
𝑒  and 𝑙𝑘,𝑗

𝑒  denote the j-th encrypted feature and j-th encrypted label from 𝐹𝑘
𝑒 and 𝐿𝑘

𝑒 , 

respectively. Considering J number of rows from 𝐹𝑘
𝑒 and 𝐿𝑘

𝑒 , and the j-th expected encrypted label 𝑙𝑘,𝑗
𝑒 , the 

binary cross entropy loss function with regularization of each participating IoT device-k, k ∈ 𝒦, at learning 

round σ can be computed as: 

 

𝑙(𝜉𝑘) = −
1

𝐽
∑ (𝑙𝑘,𝑗

𝑒 𝑙𝑜𝑔 𝑙𝑘,𝑗
𝑒 + (1 − 𝑙𝑘,𝑗

𝑒 ) 𝑙𝑜𝑔 (1 − 𝑙𝑘,𝑗
𝑒 ))

𝐽
𝑗=1 +

𝜆

2𝐽
∑ 𝜉𝑘,𝜎

2𝑗∗

𝑗=1  (1) 

 

where 𝜉 is the 𝑗∗-sized weight vector. 

Next, to update the encrypted weight vector parameter 𝜉𝑘,𝜎 for each IoT device-k, the following 

equation can be defined: 

 

𝜉𝑘,𝜎 = 𝜉𝑘,𝜎 − 𝛾 (
1

𝐽
∑ (𝑙𝑘,𝑗

𝑒 − 𝑙𝑘,𝑗
𝑒 )𝑓𝑘,𝑗

𝑒𝐽
𝑗=1 +

𝜆

𝐽
𝜉𝑘,𝜎) (2) 

 

where 𝛾 is a weight update coefficient. Here, 𝛾 =  1 and 
𝜆

𝐽
= 0.05 are set to comply with the FHE constraint 

and reduce the multiplication such that. 

 

𝜉𝑘,𝜎 = 𝜉𝑘,𝜎 − (
1

𝐽
∑ (𝑙𝑘,𝑗

𝑒 − 𝑙𝑘,𝑗
𝑒 )𝑓𝑘,𝑗

𝑒𝐽
𝑗=1 + 0.05𝜉𝑘,𝜎) (3) 
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To approximate the computation of sigmoid activation function on the encrypted local data at each 

IoT device, a low degree polynomial can be utilized to minimize the use of weight parameters and then optimize 

the encrypted data computation. Cheon and kim [29], a 3-degree polynomial can approximate the sigmoid 

activation function within range [-5,5]. For that, the polynomial value for the encrypted data 𝑓𝑘,𝑗
𝑒  can be 

expressed by: 

 

𝑃𝑜𝑙(𝑓𝑘,𝑗
𝑒 ) = 0.5 + 0.197𝑓𝑘,𝑗

𝑒 + (𝑓𝑘,𝑗
𝑒 )

3
 (4) 

 

at each learning round, the IoT device-k can then send its ξk,σ to the cloud server for the encrypted global model 

update by aggregating all 𝜉𝑘,𝜎 , ∀𝑘 ∈ 𝒦, i.e., 

 

𝜉𝜎+1 =
1

𝐾
∑ 𝜉𝑘,𝜎𝑘∈𝒦  (5) 

 

This 𝜉𝜎+1 is then sent back to each participating IoT device for the next FL round. The above process 

completes when the global model converges, or the learning rounds achieve a given threshold. In this case, the 

final encrypted global model 𝜉∗ is produced and then can be used to predict the test data for accuracy 

calculation. 

 

 

3. RESULTS AND DISCUSSION 

To evaluate the performance comparison between the proposed FL with privacy-awareness (i.e., FL 

with Enc) and other baseline approaches, random datasets with various number of samples and features are 

used. Specifically, the dataset contains 1,000, 5,000, and 10,000 number of samples. Since the logistic regression 

is used, binary labels, i.e., 0 and 1, are applied. For the number of features, 2, 3, and 5 features are utilized. In 

this case, the baseline approaches include centralized learning without encryption (i.e., CL), centralized 

learning with encryption (i.e., CL with Enc), and conventional FL (i.e., FL). To implement the training 

processes using the logistic regression, PyTorch CPU 1.10.1 [31] is used. Meanwhile, TenSEAL 0.3.12 library 

[32] is utilized to execute the encryption method, i.e., FHE. For the FL, 10 active IoT devices with batch size 50 

samples are considered. 

 

3.1.  Accuracy performance 

The accuracy performance comparison is first analyzed in this section. From Table 1, when 1,000 

samples are used, the FL with Enc can outperform the CL with Enc in terms of global model accuracy up 

to 4.09% when 3 features are applied. Additionally, it is observed that the FL with Enc slightly has a lower 

accuracy compared with the conventional FL. This is due to the approximation activation function of sigmoid 

when it is used in the encryption process. 

When 5,000 samples are executed as can be seen in Table 2, the FL with Enc can still maintain its 

performance compared with the CL with Enc. Here, the accuracy difference between them is up to 3.09% 

especially when 5 features are used. The accuracy performance of the proposed FL with Enc gets better when 

10,000 samples are used as shown in Table 3. To this end, the proposed FL can improve the accuracy up to 

99.7% when 2 and 5 features are utilized. In addition, it can also be summarized that when the number of 

features gets higher, most of the accuracy performances for all methods get improved to the higher accuracy. 

 

 

Table 1. The accuracy performance with 1,000 samples 
Method 2 features 3 features 5 features 

CL 99% 94.4% 99.2% 

CL with Enc 96.4% 93.8% 95.4% 

FL 97.8% 99.2% 97.4% 

FL with Enc 96.4% 97.8% 97% 

 

 

Table 2. The accuracy performance with 5,000 

samples 
Method 2 features 3 features 5 features 

CL 98.32% 98.2% 98.74% 

CL with Enc 96.06% 93.74% 97.52% 

FL 99.7% 99.86% 99.74% 

FL with Enc 99.48% 95.5% 99.7% 
 

Table 3. The accuracy performance with 10,000 

samples 
Method 2 features 3 features 5 features 

CL 98.32% 98.2% 98.74% 

CL with Enc 96.06% 93.74% 97.52% 

FL 99.7% 99.86% 99.74% 

FL with Enc 99.48% 95.5% 99.7% 
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3.2.  Loss performance 

Next, the loss performances of CL with Enc and proposed FL with Enc can be evaluated. Here, a 

lower loss implies a better learning quality. When 1,000 samples are considered as shown in Table 4, both 

methods have loss performance between 0.27 and 0.34, where the FL with Enc has lower loss by 21.9% than 

that of the CL with Enc when 3 features are taken into account. The gap gets higher when 5,000 and 10,000 

samples are used (in Table 5 and Table 6, respectively). While the CL with Enc has almost the same loss as that 

of 1,000 samples scenario, the FL with Enc can even reduce the loss performance to 0.16 and 0.12 when 5,000 

samples and 10,000 samples are considered, respectively. Here, the FL with Enc can obtain 54.1% lower loss 

than that of the CL with Enc when 5,000 samples with 5 features are used. Meanwhile, the FL with Enc can 

obtain 66.4% lower loss than that of the CL when 10,000 samples with 3 features are used. This indicates that 

the use of FHE for the FL can improve the loss performance which aligns with the learning quality to produce 

better global model accuracy. 

 

 

Table 4. The loss performance with 1,000 samples 
Method 2 features 3 features 5 features 

CL with Enc 0.3376 0.3508 0.3442 

FL with Enc 0.3082 0.2739 0.3061 

 

 

Table 5. The loss performance with 5,000 samples 
Method 2 features 3 features 5 features 

CL with Enc 0.3329 0.3329 0.3635 

FL with Enc 0.1658 0.1686 0.1668 

 

 

Table 6. The loss performance with 10,000 samples 
Method 2 features 3 features 5 features 

CL with Enc 0.3441 0.377 0.3354 

FL with Enc 0.1238 0.1267 0.1263 

 

 

3.3.  Learning performance 

To show the accuracy and loss performances in more detail, the learning performance for various 

scenarios with 5 training rounds is investigated. From Figure 2 when 1,000, 5,000, and 10,000 samples are 

provided, i.e., Figures 2(a), 2(b), and 2(c), it can be seen that the FL and FL with Enc can outperform the CL 

and CL with Enc in terms of the dynamic accuracy performance. This can be observed clearly when the number 

of samples gets higher. In particular, the FL with Enc can follow the accuracy trend of the conventional FL 

and obtain the accuracy convergence after 5 training rounds at level 99.7%.  

 

 

   
(a) (b) (c) 

 

Figure 2. The accuracy performance for different learning approaches with 2 features when (a) 1,000 samples; 

(b) 5,000 samples; and (c) 10,000 samples are used 

 

 

For the dynamic performance of loss, the trend can be observed in Figure 3. Despite the FL with Enc 

have higher loss compared with the CL with Enc at the beginning of training round, the FL with Enc can 

improve the loss performance significantly for the rest of training rounds. This provides an insight that the use 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 31, No. 2, August 2023: 979-985 

984 

of trained model aggregation and model averaging in the FL process can minimize the error loss more when all 

the local trained models are combined together prior to sending back to the IoT devices. 

 

 

 
 

Figure 3. The loss performance for different learning approaches with encryption using 3 features 

 

 

4. CONCLUSION 

In this paper, a FL framework with privacy awareness has been proposed to protect data including the 

trained model for IoT devices. Particularly, a data/model encryption method using fully homomorphic 

encryption has been introduced to preserve the data/model privacy. Then, the federated learning framework 

for the IoT with the encryption method leveraging logistic regression approach has been discussed. Through 

experimental results using random datasets with various number of samples and features, it has been shown 

that the proposed FL framework can obtain higher global model ac- curacy up to 4.84% and lower global model 

loss up to 64.4% compared with other baseline methods, i.e., CL with and without encryption. This implies 

that the FL with encryption can be the effective solution to replace the CL with and without encryption through 

producing a higher learning quality. 
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