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 This study aims to use datasets on Twitter to find out public opinion on the 

spread of coronavirus in Indonesia by conducting sentiment analysis. The 

resulting sentiment analysis will benefit the community by helping the 

Indonesian government take various strategic measures to prevent and counter 

the spread of the COVID-19. This research was conducted through the data 

collection stage, namely crawling data tweet words in Bahasa Indonesia 

containing the meaning of the spread of COVID-19, the next stage of the 

process of creating labels manually. Next, the pre-process stage by removing 

the character, symbols and special features from Twitter. The last stage, 

classification using learning machine with 3(three) methods namely K-nearest 

neighbor (K-NN), Naïve Bayes and decision tree. The study analyzed 

sentiment of 1,119 valid Tweets data and found that K-NN algorithm had the 

highest accuracy value compared to Naïve Bayes and decision tree algorithms, 

which was 95.10%. However, the Twitter data analyzed obtained 78.19% of 

Tweets that fall into the negative category and only 13.85% of public opinion 

that is positive. This indicates that most of the Tweets of Indonesians in twitter 

do not mean the spread of COVID-19 disease somewhere. 
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1. INTRODUCTION  

A new disease called Coronavirus Disease (COVID-19) caused by the Severe Acute Respiratory 

Syndrome Coronavirus-2 (SARS-CoV-2) virus [1]-[3] that appeared in Hubei province of Wuhan, China [4], 

has horrified the world. The spread of COVID-19 disease in Indonesia was first reported in early March 2020 

[5], [6]. Within five months, 130,718 Indonesians tested positive for COVID-19 and 5,903 people died [7]. 

July 2021, the disease has spread very quickly to various regions and is transmitted to 2,228,938 Indonesians 

with 59,534 deaths [8]. The procedure to obtain data affected by COVID-19 disease is carried out through a 

manual data collection mechanism through health centers, government and private hospitals, health clinics 

spread throughout Indonesia as well as rapid tests conducted at specific times and locations. Surveillance 

systems like this require time, a lot of health workers and expensive costs. In addition, the geographical 

condition of Indonesia consisting of many large and small islands and the area of Indonesia requires another 

strategy to know and facilitate the complete data of people affected by COVID-19, such as the utilization of 

information technology. 

The rapid use of information technology, especially mobile technology including in Indonesia, makes 

it very easy for people to obtain and share information quickly and widely. One of the most widely used mobile 

https://creativecommons.org/licenses/by-sa/4.0/
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technology trends of the world community [9], [10] and Indonesia's sharing of information is social media 

Twitter. Indonesians who regularly Tweets number 78 million people from 150 million active users of social 

media. The use of information from Twitter as a dataset to detect the spread of disease in regions or countries 

has been widely done by researchers [11], [12]. To obtain the dataset needed on Twitter, the researchers crawled 

the data by utilizing the functions provided by Twitter and developed their own new additional functions 

tailored to the characteristics and topics of their respective studies. Based on the results of the published study, 

Crawling Twitter developed by the researchers has a level of accuracy that can still be improved, especially for 

the results of crawling data Twitter spread COVID-19 disease in Indonesia.  

The complexity of achieving a good level of Twitter crawling accuracy is influenced by several factors  

[13], such as; i) a person's psychological condition (such as being angry and happy); ii) characteristics and 

behaviors of Twitter users; iii) synonyms and vocabulary are very many and mean the same; iv) the total number 

of downloadable Tweets is limited. These factors cause the catch data in Twitter crawling to contain bias and may 

lead to errors in the process of drawing a conclusion as well as further action. The conclusions made will be even 

more dangerous if the public opinion displayed in the Tweetser turns out to contain elements of hoaxes.  

Crawling information from Twitter has been widely used by researchers to analyze the influence and 

development of pandemic COVID-19 [14], [15], including researchers in Indonesia [16], [17]. This provides 

opportunities for interesting new research topics such as to know the opinions of the Indonesian people on the 

spread of COVID-19 in Indonesia. The sentiment of Indonesian people's analysis of the COVID-19 pandemic 

in Tweetsers is not an easy thing to do manually. This difficulty is caused by the large number of Tweets as 

well as other complexity factors. Therefore, a special method is needed that can make it easier to analyze public 

opinion in Tweetsers automatically, and can identify the existence of the COVID-19 pandemic in Indonesia 

through sentiment analysis. Sentiment analysis is an investigation of an event or event that informs about one's 

behavior, emotions and opinions [15]. The results of sentiment analysis of Indonesian people on Twitter will 

be processed and evaluated using machine learning approach. Machine learning is necessary because the 

resulting sentiment analysis has not produced much information needed because there is still a total 

recapitulation of each level of sentiment. 

Research on the use of Machine learning to build models that can identify and identify Tweets 

indicating the presence of disease in Indonesia has been conducted by several previous researchers [11], [18], 

[19]. The use of machine learning in this study is intended to build a classification model and group the results 

of the identification of COVID-19 disease data Tweets in Indonesia using naïve bayes algorithm, algorithm 

decision tree and K-nearest neighbor (K-NN) algorithm. The use of these three algorithms aims to know the 

classification model that best suits the form of datasets processed so that it will produce the best level of 

accuracy. 

The novelty found in this research is that the sentiment analysis of Twitter users in Indonesia is mostly 

in a negative category, which indicates that most of the Tweets of the Indonesian people in Twitter do not mean 

the spread of the disease COVID-19. The truth of the information conveyed on Twitter cannot be ascertained 

[20], this is the latest research offer that must be carried out, so that information on the spread of COVID-19 

conveyed on social media can be trusted. The most contribution obtained in this research is beneficial to the 

people of Indonesia, namely helping the government to take various strategic actions to prevent and control 

the spread of the COVID-19 virus. The structure of this paper consists of section 2 presents research methods, 

data collection, category identification, pre-processing, classification using machine learning, section 3 

discusses the results and analysis, and section 4 presents the conclusions. 

 
 

2. METHOD  

The study has several steps, namely crawing, identify COVID-19 catagories, pre-processing, 

classification using machine learning, and evaluation in Figure 1. The research stages starting from the early 

stages of research focused on building the twitter data corpus and vocabulary corpus. The first process that will 

be carried out is to collect natural language datasets from Indonesian-language Tweets on Twitter. Next, carry 

out the process of extracting incident sentence information with steps, namely making standard sentence 

formats, simplifying sentences, identifying important words in sentences, and determining input and target 

words in sentences. 
 

2.1.  Data collection 

Twitter is one of the social media that is growing rapidly with an increasing number of users 

throughout the world, including in Indonesia. Basically, tweets on Twitter are text. Text is a sentence of 

information and knowledge that is disseminated at a certain time and medium [20]. In the current information 

era, there is a lot of information available on the internet in the form of text from various types of documents 

such as research documents, magazines, electronic books and articles that are unstructured (unstructured data), 

including emails, pdf files, social media (Twitter, Facebook) and others, video, audio, image and business 
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content in bulk [21]. The volume of text documents is growing rapidly and experts predict a growth of 80% by 

2025. Search technologies states that 80% of data in organizations is unstructured data. This stage of collecting 

data through Tweets using keywords related to the spread of COVID-19 in Indonesia by utilizing the Twitter 

search API operator function contained in the RapidMiner v9.9 application. The results of Tweets data 

collection will be processed manually to determine information relevant to the spread of COVID-19 in 

Indonesia through identical categories of sentences containing the meaning of contracting COVID-19 disease. 

 

 

 
 

Figure 1. Sentiment research flowchart analysis of the spread of COVID-19 on twitter users in Indonesia 

 

 

2.2.  Pre-processing 

Pre-processing is a stage to get a good dataset and reduce data inconsistencies and improve quality 

results. This step will be done to remove characters and symbols and eliminate unnecessary Twitter-specific 

features. The data from the category identification process still contains foreign characters, symbols and words 

that are not common to the Indonesian people. Pre-processing process is done with the following stages: 

a) Case folding: This first step is the process to change the characters contained in a sentence in a document 

(crawling result) to be converted to a standard sentence. Standardization of these characters is very 

important in order to facilitate the process of searching for the desired word in a sentence.  

b) Tokenizing (Parsing): Parsing is the process of cutting sentences in a document into several parts of a 

word as well as performing the process of removing certain special characters or symbols that are not 

needed. 

c) Stop word removal: Stop word removal is the process of removing words that are considered unimportant 

and do not affect the meaning of the sentences contained in the document. This process is very important 

to facilitate and speed up the process of selecting words to be searched for at a later stage. 

d) Feature selection: This step will perform the process of selecting the words contained in the document 

that correspond to the search keyword. 

 

2.3.  Classification with machine learning 

Classification in machine learning is a grouping of data where the data used has a label or target class. 

So that the algorithms for solving classification problems are categorized into supervised learning or supervised 

learning. To measure the accuracy of sentiment analysis will be used algorithm Naïve Bayes and algorithm 

decision tree and algorithm K-NN. The use of these three different algorithms is intended to know and obtain 

the algorithm that best matches the resulting dataset and analysis that has the highest accuracy level value.  

 

2.3.1. K-nearest neighbor  

Many approaches are for estimating the conditional distribution of Y given X, and then classifying 

the observations given to the class with the highest probability estimate. One such method is the K-NN 

classifier. Given a positive K-nearest integer K and a test observation of x0, the K-NN classifier first identifies 

its neighbor K points in the training data that is closest to x0, represented by N0. To determine the distance of 

data points, the K-NN Euclidean distance algorithm [22] is used (1). Then estimate the conditional probability 

for class 𝑗 as a fraction of pointing to 𝑁0 whose response value equals 𝑗 in (2). Finally, the K-NN applies Bayes' 

rule and classifies the x0 test observations into the class with the greatest probability. 
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d(𝑥 ., 𝑥′) = √(𝑥1 − 𝑥1
′ )2 + ⋯ + (𝑥𝑛 − 𝑥𝑛

′ )2 (1) 

 

𝑃𝑟(𝑌 = 𝑗|𝑋 = 𝑥0) =
1

𝐾
∑ 𝐼(𝑦𝑖 = 𝑗)𝑖𝜖𝑁0

 (2) 

 

The K-NN or K-Nearest Neighbor Algorithm 1 is one of the algorithms that is widely used in machine 

learning for classification cases. The K-NN algorithm is a classification algorithm that works by taking a 

number of K nearest data (neighbors) as a reference for determining the class of new data. This algorithm 

classifies data based on similarity or similarity or proximity to other data. In general, the way the K-NN 

algorithm works is to determine the number of neighbors (K) that will be used for class determination 

considerations. Calculate the distance from the new data to each data point in the dataset. Take a number of K 

data with the shortest distance, then determine the class of the new data. 

 

Algorithm 1. K-NN 
Input: x, S, d, k 

Output: class of x 

Set k value 

for (x’,l’) 𝜖 S: 
      Compute the Distance d(x’, x) 

(Euclidean Distance, Jaccard, ect) 

end for 

Sort the |S| distances in descending order  

Take the top-k distance 

Count the number of occurrences of each class lj 

Assign label to x based on the most frequent class 

 

2.3.2. Naïve Bayes 

Naïve Bayes is a classification method based on probability and is designed to be used with the 

assumption that one class is independent of each other. In the Naïve Bayes classification, the learning process 

is more focused on estimating probabilities, and the determination of the probability of an event based on the 

distribution of the probability that the event occurs from other specified events [23], [24]. The advantage of 

this approach is that the classification will get a smaller error value when the data set is large. The Naïve Bayes 

formulation for the (3). 

 

𝑃(𝑌|𝑋) =
𝑃(𝑌) ∏ 𝑃(𝑋𝑖|𝑌)

𝑞
𝑖=1

𝑃(𝑋)
 (3) 

 

Where: 

𝑃(𝑌|𝑋) is the probability of data with vector X in class Y 

𝑃(𝑌) is the initial probability of class Y (prior probability) 

∏ 𝑃(𝑋𝑖|𝑌)𝑞
𝑖=1  is the Y class independent probability of all features in vector X 

𝑃(𝑋) is the probability of X. 

The probability of P(X) is always constant so that in the calculation of predictions later it can be 

ignored and only calculate the part of 𝑃(𝑌) ∏ 𝑃(𝑋𝑖|𝑌)𝑞
𝑖=1  only by choosing the largest value as the class of 

prediction results or commonly known as Maximum A Posteriori (MAP) where this MAP can be denoted by (4). 

 

𝑀𝐴𝑃 = 𝑎𝑟𝑔(𝑚𝑎𝑥 (𝑃(𝑌) ∏ 𝑃(𝑋𝑖|𝑌)𝑞
𝑖=1 ) ) (4) 

 

While the probability of independence ∏ 𝑃(𝑋𝑖|𝑌) 
𝑞
𝑖=1 is the effect of all features of the data on each class Y, 

which is denoted by (5), 

 

𝑃(𝑋|𝑌 = 𝑦) = ∏ 𝑃(𝑋|𝑌 = 𝑦)𝑞
𝑖=1  (5) 

 

each feature set 𝑋 = [𝑋1, 𝑋2, … , 𝑋𝑞] consists of q attributes. 

Naive Bayes algorithm which is a type of supervised learning Algorithm 2, where the algorithm cannot 

learn on its own but must be given an example first by labeling the dataset that we have. Labeling here means 

that our dataset has been given a truth value which will be used as a target value or reference value. Naive 

Bayes is the most popular classification method used with a good level of accuracy. Naive Bayes is a simple 

probability-based classification method and is designed to be used with the assumption that the explanatory 

variables are independent. In this algorithm learning is more emphasized on probability estimation. The 
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advantage of the Naive Bayes algorithm is that the error rate is lower when the dataset is large, besides that the 

accuracy of Naive Bayes and the speed is higher when applied to a larger dataset. 

 

Algorithm 2. Naïve Bayes  
1. for q = 1 … s  //loop for each mining model’s element 

2.         𝜇[𝑞] = 0;  // initialization of mining model’s //elements 

3. for j = 1 … µ // loop for each vector 

4         𝜇[𝑑[𝑗, 𝑝]]++ //increment count of vectors for value // xj,k of vector xj 

5.         for k = 1 … 

p-1 

//loop for each attribute 

6.                𝜇[𝜑(𝑘 −
1) + (𝑑[𝑗, 𝑘 − 1] ∙  𝜑(0) +
𝑑[𝑗, 𝑝]]++ 

//increment count of vectors for value // xj,k of vector xj,p 

7.         end for  

8. end for  

 

2.3.3. Decision tree 

A decision tree is a structure that contains nodes and edges and is built from a dataset (table of columns 

representing features/attributes and rows corresponds to records). Each node is either used to make a decision 

(known as decision node) or represent an outcome (known as leaf node). The model given the training uses the 

training data to estimate the results of the test data in the prediction phase [25], [26]. 

ID3 stands for Iterative Dichotomiser 3 and is named such because the algorithm iteratively 

(repeatedly) dichotomizes (divides) features into two or more groups at each step. ID3 uses a top-down greedy 

approach to build a decision tree [27]. In simple words, the top-down approach means that we start building 

the tree from the top and the greedy approach means that at each iteration we select the best feature at the 

present moment to create a node. 

In order to perform ID3, we first select the predictor Xj and the cut point s such that splitting the 

predictor space into the regions {X|Xj < s} and {X|Xj ≥ s} leads to the greatest possible reduction in residual 

sum of squares (RSS). The notation {X|Xj < s} means the region of predictor space in which Xj takes on a 

value less than s.) That is, we consider all predictors X1, . . . , Xp, and all possible values of the cutpoint s for 

each of the predictors, and then choose the predictor and cutpoint such that the resulting tree has the lowest 

RSS. In greater detail, for any j and s, we define the pair of half-planes: 

 

𝑅1(𝑗, 𝑠)  =  {𝑋|𝑋𝑗 <  𝑠} 𝑎𝑛𝑑 𝑅2(𝑗, 𝑠)  =  {𝑋|𝑋𝑗 ≥  𝑠}, 
 

and we seek the value of j and s that minimize in (6). 

 

        ∑ (𝑦𝑖 −  𝑦 ̂𝑅1
)

2
+  ∑ (𝑦𝑖 − 𝑦 ̂𝑅2

)
2

𝑖:𝑥𝑖∈𝑅2(𝑗,𝑠)𝑖:𝑥𝑖∈𝑅1(𝑗,𝑠)  (6) 

 

Where 𝑦 ̂𝑅1
 is the mean response for the training observations in 𝑅1(𝑗, 𝑠) and 𝑦 ̂𝑅2

 is the mean response for the 

training observations in 𝑅2(𝑗, 𝑠). Finding the values of j and s that minimize in (6) can be done quite quickly, 

especially when the number of features p is not too large. 

Next, we repeat the process, looking for the best predictor and best cut point in order to split the data 

further so as to minimize the RSS within each of the resulting regions. However, this time, instead of splitting the 

entire predictor space, we split one of the two previously identified regions. We now have three regions. Again, 

we look to split one of these three regions further, so as to minimize the RSS. The process continues until a 

stopping criterion is reached; for instance, we may continue until no region contains more than five observations. 

Decision tree Algorithm 3 is a type of classification algorithm whose structure is similar to a tree that 

has roots, branches and leaves. The root node (internal node) represents the features in the dataset, the branch 

node represents the decision rule, and each leaf node represents the output. The purpose of using a decision 

tree is to create a training model that can be used to predict the class or value of the target variable by studying 

simple decision rules deduced from previous data (training data). To predict the class of a given dataset, the 

decision tree algorithm starts from the root node of the tree. This algorithm compares the value of the root 

attribute with the record attribute. Based on this comparison, the algorithm traces the branch and goes to the 

next node. For the next node, the algorithm again compares the attribute values with other sub-nodes and moves 

towards a deeper node. 

 

Algorithm 3. Decision tree (ID3) 
ID3(Samples_V, Attributes_A, ClassLabel  C): 

Create RootNode 

if all members of samples are in the same class C 
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        then RootNode = single-node tree with label = C 

else if Attributes is empty 

        then below Brach add Leaf with the most occurred label in sample 

else 

        A = element in Attributes which maximizes InformationGain(Sample, A) 

A is decision attribute for RootNode 

for each possible value v of A 

        add a Brach below RootNode, testing for A = v 

        samples_v = subset of Samples with A = v 

        if samples_c is empty 

                 then below Brach add Leaf with the most occurred label in sample 

        else 

                  below Brach add Subtree ID3(samples_v, Attributes A,  

ClassLabel C) 

 

 

3. RESULTS AND DISCUSSION  

The study obtained sentiment analysis datasets of 1,119 valid Indonesian-language Tweets from 

Tweets collection against the spread of COVID-19 disease in March 2021 using keywords #kena COVID and 

#kena corona. The query keyword is based on the consideration of medical words and words commonly used 

in Indonesian society that are close to synonyms that reflect common symptoms or symptoms of COVID-19 

disease. Some examples of sentences that match search keywords are shown in Table 1. Generally, the 

categories used in classification techniques use at most 3 labels, in this study proposed adding the number of 

labels to 4 classes namely P, N, Neu and None. Category P represents the class with the predicted opinion of 

the true event occurring, category N with opinion prediction events do not occur, Neu category with neutral 

predictions and None category with opinion predictions that cannot be known according to the core of the 

required sentence. 

 

 

Table 1. Sentiment results of Indonesian Tweets sentences that match search keywords 
Sentiment 

(label) 
Examples of Tweets sentences 

P 
Finally, I updated my progress again because when I got COVID I was lazy to study. I'm starting to study again, but 

I'm just working on tomorrow's questions, I'll swipe again, hopefully the results will be negative. 

P 
Initially got COVID on January 1, mild symptoms a week later after being recovered. Now I have just taken a test. 

Why does it fluctuate  

P Did you know that according to research blood type A is said to be more susceptible to COVID? What causes it  
N Self quarantine or no COVID, I ask forgiveness from God, and we praise God 

N 
It must be hard to keep your distance on the show because you feel close emotionally and the symptoms of getting 

Corona in the early stages are not too visible  

N 
So earlier at the office suddenly a father came into his room and suddenly sneezed and then casually said I think I 

have Corona 

NEU I thought I was going to get out of this COVID because there was already a vaccine, uhh instead a corona appeared  
NEU don't let it get you corona, just stick to the health protocol 

NEU 
Initially got COVID on January 1, mild symptoms a week later after being recovered. Now I have just taken a test. 

Why does it fluctuate  
NONE Did you know that according to research blood type A is said to be more susceptible to COVID? What causes it  

NONE Later, if you get COVID, I will laugh 

NONE 
It must be hard to keep your distance on the show because you feel close emotionally and the symptoms of getting 
Corona in the early stages are not too visible  

 

 

Further, sentiment analysis that will be focused and discussed in this study is analyzing the results of 

document classification values obtained using a predetermined algorithm consisting of several derived classes, 

consisting of: 

a) True positive (TP): the results of the data processing value in this class will inform that the Tweet data 

obtained is predicted to be true of the occurrence of the spread of COVID-19 disease and the results of 

the sentence checking show the true occurrence of COVID-19 disease somewhere. 

b) True negative (TN): the results of the data processing value in the TN class will inform that the Tweet 

data obtained is predicted to be incorrect occurrence of the spread of COVID-19 disease and the results 

of the sentence checking show the incorrect occurrence of COVID-19 disease somewhere. 

c) False positive (FP): the results of the data processing value in the FP class will inform that the Tweet data 

obtained is predicted to be true of the occurrence of the spread of COVID-19 disease and the results of 

the sentence checking show the incorrect occurrence of COVID-19 disease somewhere. 
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d) False negative (FN): the results of the data processing value in the FN class will inform that the Tweet 

data obtained is predicted to be incorrect occurrence of the spread of COVID-19 disease and the results 

of the sentence check show the true occurrence of COVID-19 disease somewhere. 
 

3.1.  Classification using Naïve Bayes algorithm 

The results of sentiment analysis calculation using algorithm naïve bayes are calculated accuracy rate 

value of 78.50%, with Recall value of 84.58% and Precision value of 76.03%. The value is obtained based on 

the data spread and calculation of matrix confusion as shown in Tables 2 and 3. Figure 2 informs the spread of 

positive (True) opinions to all opinion prediction values stating that predictions that cannot be known (none) 

and get the correctness score get the highest value of 38.10% with a precision rate of 95.34%, followed by 

positive predictions and neutral predictions (Neu) that both get a value of 28.04%, but the precision value of 

positive predictions is greater than the precision value of NEU, that is; 98.15% and 91.67%. 
 
 

Table 2. Matrix confusion results using algorithm Naïve Bayes 
Parameter True(N) True(P) True(N+) True(None) True(Neu) True(P+) True(Polarity) 

Pred.N 123 0 0 0 0 0 0 

Pred.P 18 71 0 0 0 0 0 
Pred.N+ 48 28 55 0 0 0 0 

Pred.None 31 89 0 449 0 0 0 

Pred.Neu 0 70 0 0 41 0 0 
Pred.P+ 76 0 0 0 0 20 0 

Pred.Polarity 0 0 0 0 0 0 3 
Class Recall 50% 42.06% 100% 100% 100% 100% 100% 

 

 

Table 3. Precision class using algorithm Naïve Bayes 
Parameter Precision 

Pred.N 100% 

Pred.P 98.15% 

Pred.N+ 46.15% 
Pred.None 95.34% 

Pred.Neu 91.67% 

Pred.P+ 0.88% 
Pred.Polarity 100% 

 

 

 
 

Figure 2. Tweet polarity using Naïve Bayes classification 
 

 

Table 4 is a table that informs the results of sentiment processing analysis using algorithm Naïve 

Bayes which states that out of 119 tweet data there are 71 tweets that actually contain the meaning of the 

sentence has occurred the spread of COVID-19 disease somewhere. While 141 tweets stated that there is no 

spread of COVID-19. Although the information has spread COVID-19 only amounted to 7% of the total tweets, 

with a calculation accuracy rate of 78.50%, the Indonesian government still has to take various strategic 

measures to prevent and reduce the spread of the disease. 
 

 

Table 4. The result of the Tweet value by class is different from the predicted value and the actual value 

(true) using the Naive Bayes algorithm 
Sentiment Analysis True Negative (0) True Positive (1) 

Prediction Negative (0) TN=123 FN=0 

Prediction Positive (1) FP=18 TP=71 
Total 141 71 
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3.2.  Classification using algorithm decision tree 

Tables 5 and 6 are matrix confusion tables resulting from sentiment analysis calculations using 

algorithm decision tree classification that informs accuracy value obtained by 50.53% with Recall value of 

14.29% and Precision value of only 7.22%. The low accuracy and Precision value of decision tree calculation 

results is further clarified through Figure 3 which informs the spread of sentiment that is positive (True) to all 

predicted events that are only worth none prediction (unknown) with an absolute value of 100%. While the 

predicted value of other opinions is worth 0%. 

 

 

Table 5. Matrix confusion results using algorithm decision tree 
Parameter True N True P True N+ True None True Neu True P+ True Polarity 

Pred.N 0 0 0 0 0 0 0 

Pred.P 0 0 0 0 0 0 0 
Pred.N+ 0 0 0 0 0 0 0 

Pred.None 308 155 567 53 34 2 3 

Pred.Neu 0 0 0 0 0 0 0 
Pred.P+ 0 0 0 0 0 0 0 

Pred.Polarity 0 0 0 0 0 0 0 

Class Recall 0 0 0 100% 0 0 0 

 

 

Table 6. Precision class using algorithm decision tree 
Parameter Precision 

Pred.N 0 

Pred.P 0 
Pred.N+ 0 

Pred.None 50.53% 

Pred.Neu 0 
Pred.P+ 0 

Pred.Polarity 0 

 

 

 
 

Figure 3. Tweet polarity using decision tree classification 

 

 

Based on the information shown in Table 7, it appears that algorithm decision tree cannot get the 

results of the number of tweets containing the meaning of the sentence has occurred or not the occurrence of a 

disease spread somewhere. The result of this calculation is supported by a low level of accuracy of calculations 

that is only 50.53%. This indicates that the decision tree algorithm used in the calculation is not in accordance 

with the characteristics of the dataset obtained at the previous stage. 

 

 

Table 7. The result of the Tweet value by class is different from the predicted value and the actual value 

(true) using the decision tree algorithm 
Sentiment analysis True Negative (0) True Positive (1) 

Prediction Negative (0) TN=0 FN=0 

Prediction Positive (1) FP=0 TP=0 

Total 0 0 

 

 

3.3.3. Classification using K-NN algorithm 

The result of sentiment analysis calculation using algorithm K-NN with A value is 5 get accuracy 

result of 95.10% with Recall value of 68.72% and Precision value of 81.97%. The breakdown spread of 

calculation result values using the K-NN algorithm is displayed in the Matrix confusion table in Tables 8 and 9. 
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This high accuracy and precision value is also shown in Figure 4 which informs the spread of positive opinion 

(True) against all event predictions that are only worth 100% positive prediction, and all other sentiment 

prediction values are worth 0%. 

 

 

Table 8. Matrix confusion results using algorithm K-NN (K=5) 
Parameter True N True P True N+ True None True Neu True P+ True Polarity 

Pred.N 308 0 0 0 0 0 0 

Pred.P 0 155 0 35 18 2 0 
Pred.N+ 0 0 567 0 0 0 0 

Pred.None 0 0 0 18 0 0 0 

Pred.Neu 0 0 0 0 16 0 0 
Pred.P+ 0 0 0 0 0 0 0 

Pred.Polarity 0 0 0 0 0 0 3 

Class Recall 100% 100% 100% 33.96 47.06 0% 100% 

 

 

Table 9. Precision class using algorithm K-NN (K=5) 
Parameter Precision 

Pred.N 100% 

Pred.P 73.81% 
Pred.N+ 100% 

Pred.None 100% 
Pred.Neu 100% 

Pred.P+ 0% 

Pred.Polarity 100% 

 

 

 
 

Figure 4. Tweet polarity using K-NN classification (K=5) 

 

 

Table 10 informs that there are 14% or 155 tweets from 1,119 tweets analyzed stating the truth that 

there has been a spread of COVID-19 disease somewhere, while 28% or 308 tweets indicate that the 

information submitted on Twitter does not occur the spread of the disease. Although the correctness of 

information has occurred the spread of COVID-19 disease is only 14%, with the accuracy of the calculation of 

algorithm K-NN with a value of k is 5 as big as 95.10%, then the Government of Indonesia must immediately 

take various strategic measures to overcome the spread of COVID-19 disease in the place. 

 

 

Table 10. The result of the Tweet value by class is different from the predicted value and the actual value 

(true) using the K-NN algorithm 
Sentiment Analysis True Negative (0) True Positive (1) 

Prediction Negative (0) TN = 308 FN = 0 

Prediction Positive (1) FP = 0 TP = 155 

Total 308 155 

 

 

3.4.  Sentiment results comparison analysis 

Figure 5 inform the graph of sentiment analysis comparison results using algorithm Naïve Bayes 

(N.B) classification with decision tree algorithm (D.T). And K-NN algorithm that informs that the algorithm 

that has the highest accuracy value is algorithm K-NN with a value of K is 5, and algorithm that has the lowest 

accuracy value is decision tree. As for the highest precision and Recall values produced by calculations using 

Naïve Bayes algorithm and the lowest is algorithm decision tree. 
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Figure 5. Comparison of sentiment analysis results 
 

 

4. CONCLUSION  

This study resulted in the classification of Tweets based on opinions and categories with keywords 

#kena COVID and #kena corona that get the K-NN algorithm as a classification algorithm that has the highest 

accuracy value of 95.10% and has a precision value of 81.97%. Based on the results of confusion matrix 

algorithm K-NN known that the positive sentiment of Indonesian people who inform the spread of COVID-19 by 

13.85% of the 1,119 valid Tweets analyzed, while the negative opinion value of the Tweets is 78.19%.  

The short dataset collection period (March 2021) and the small amount of data analyzed tend not to 

be constant, causing the results of research and conclusions made cannot be used to justify the opinion of the 

Indonesian people on the spread of the COVID-19 pandemic in other and longer periods of time. This offers 

great opportunities for future research improvement and development. In addition, the researchers were still 

able to improve the accuracy value of the calculation results by utilizing other classification algorithms such 

as fuzzy clustering including using a deep learning approach. 
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