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 Recommendation system relies on information of user preference and user 

behavior in order to recommend the useful information. The existing 

recommendation systems still have problems for new users and new items. 

This research proposes a new hybrid method to develop the conceptual 

framework of recommendation system that deals with new user and new 

movie data. The data used consists of a data from MovieLens and the internet 

movie database (IMDB). This work introduces a hybrid recommendation 

system which based on a combination of content-based filtering (CBF) and 

collaborative filtering (CF). Pre-filtering data is performed by finding an 

optimal number of clusters by calculating the total within cluster sum of 

square. In order to reduce the complexity of data and increase the relevance 

of the user-item ratings, the fuzzy c-mean (FCM) is employed. Then the 

similarity is calculated by using item-based method, the K-nearest neighbors 

and weight sum of the rating are applied. Finally, to recommend the movies, 

the research found that for new user data the precision is at 85% and mean 

absolute eror (MAE) value 2.1011. For new item data, the result of research 

obtains the precision at 87% and MAE value 2.0031. In conclusion, the new 

hybrid method developed can recommend movie efficiently. 
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1. INTRODUCTION 

Recommendation systems [1], [2] are one of the tools that are used in electronic customer relationship 

marketing: eCRM. They are implicitly implemented as a model to evaluate the consumption of products for 

marketing purposes. In 1990, the recommendation system is the introduction of real user experience data using 

information about people or other people who are similar to recommend the relevant information to the user at 

a suitable time. With the increasing amount of availability data about the users, the users can exploit the 

recommendation result more accurately and correctly. The recommendation systems use the data from the 

user’s past experiences to filter the unnecessary information out, so that a particular user only gets the 

information that is related and important for him at the right time. For example, the recommendation systems 

analyzing the behavior history of the user such as purchased products or watched movies, it then recommends 

the most relevant products and movies to the user accordingly. As a result, with less time spent looking through 

the website and exploring the unrelated items, the user can then complete the shopping experience quickly and 

therefore the company makes more profit in a shorter period of time. 

As mentioned, the recommendation systems analyze information about the user to filter and predict 

relevant data to present to the user at a particular situation. Therefore, the input data to be used by the 

recommendation system is one of the important factors in modeling the system. In general, modeling a 
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recommendation system can be performed using; i) implicit [3] and ii) explicit input data [4]. The implicit-

based method, on the contrary, uses more implicit information related to users such as the behaviors of users 

in consuming products and shopping history. However, with the new user, the recommendation systems cannot 

recommend the suitable products/services to the user as there is a lack of the valuable history of the user’s 

behavior information to build the model of recommendation. The explicit-based method utilizes common and 

direct data from users such as user’s rating information to model a recommendation system [5], [6]. With the 

new products or the products that have low ratings from users, the recommendation system suffers from the 

sparsity problem [7]. This is where insufficient transactional and feedback data are available for inferring 

specific user’s similarities, which affects the accuracy and performance of the recommender system [8], [9]. 

However, many works [10]–[12] demonstrate that other related information, such as user’s demographics, 

incomes, or education level, can be integrated into the recommendation system. Moreover, the information 

related to the products can also be consolidated to the systems. For example in the movie domain, the 

information about the movies, such as information about directors, main characters and genre can be exploited 

in modeling the recommendation systems. This increases the scalability of the system. 

In order to increase the accuracy of the recommendations, both implicit and explicit input data are 

adopted in the recommendation systems. As a result, the recommendation systems are also dealing with big 

data issues [13]. As a result of increasing numbers of items in the data and exploiting more related information 

of items in the recommendation system, the multiple data dimensions occur in the recommendation system. 

Therefore, the computation efficiency becomes an issue and potentially degrades the performance of the 

recommendation systems. Data preparation is an applicable technique that has been used to resolve the 

problem. In addition, machine learning-based techniques have also been deployed to alleviate the problem such 

as classifying non-contextual information from the data or clustering the data before processing to the 

recommendation systems [14]. Clustering data in the preparation step can be one of the keys to improving the 

recommendation systems. The technique divides the data into k groups of similar items (regarding selected 

attributes). However, selecting a suitable k for the task is significant to achieving promising performances of 

the systems. This paper, therefore, aims to improve a recommendation system by investigating the data 

preparation technique for improving the hybrid models of recommendation systems. There are many categories 

of the recommendation systems. In this paper, we group the recommendation systems into three main 

categories based on the information that is used to model the system.  

Content-based filtering recommendation system normally performs based on the information that is 

contained in the system [15]–[17]. The technique uses the information of the product (features) and user 

preference to generate a recommendation for this user, which requires a machine learning algorithm to build 

the model. Applying the model, the recommender system can filter the suggestions that are suitable for each 

user. For example, Singla et al. [18] studied content-based movie recommender with internet movie database 

(IMDB) dataset. The product information that they adopted were movieID, plot, genre, title, votes, average 

rating score and year. The distributed bag of words version of paragraph vector (PV-DBOW) was used to 

extract feature words from the dataset. Then the term frequency-inverse document frequency technique was 

adopted for refining the preliminary recommendations. The final result showed the efficiency with a coverage 

value of 77.058%. Behera et al. [19] studied a movie recommendation system with MovieLens1M data.  

The product information that they adopted were year of release, genre, box office hit rate, descriptions of the 

movie. Then the user ratings were also used to compare the efficiency of the data mining techniques including 

KNN, restricted boltzmann machine (RBM), random techniques. The final result showed that the KNN method 

is the most efficient with a mean absolute eror (MAE) value of 0.72. The mae values of the RBM+KNN, RBM, 

RBM+random and random are 0.76, 0.86, 0.98, and 1.16 respectively. Even though, the content-based 

recommendation systems proposed by previous researchers seem to work well. But when there is a new user, 

the content-based recommendation system faces the difficulty of the cold start problem. This is because the 

system has no information about user preferences to generate a model from the user’s interests. 

Collaborative filtering method is based on the collection and analysis of similar user and other user 

data. This recommendations system based on user preferences are extracted first by considering user’s ratings [20] 

item based collaborative filtering approach in movie recommendation system using different similarity measures 

either explicit rating from users to items, and implicit interactions or preferences of items are the basis of the 

collaborative filtering (CF) [21]. User neighbor search e.g. users with a rating history similar to current user [22]. 

The neighbor’s ratings are then used to generate recommendations. The CF contains item-based and user-based, 

details are as follows; i) item-based is to compute the similarity between items using user ratings of those items 

and then to select the most similar items and ii) user-based is using that logic and recommends items by finding 

similar users to the active user, or used to predict the items that a user might like on the basis of ratings given 

to that item by the other users who have a similar taste with that of the target user. For example, Ochirbat et al. [10] 

studied a career recommendation system for students. The data that was adopted are the information about 

occupation, ratings or behavior of other users (such as the result from tracking of the student’s scored answers 

in the questionnaire, checked/clicked occupational descriptions, rated content of the occupation searched 
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occupation and ranked feedbacks ranging from 1 to 5). This work compared five types of similarities techniques 

including euclidean, intersection, jaccard, pearson and cosine techniques. It found that the pearson method is 

the most effective. Raghavendra and Srikantaiah [23] studied similarity based collaborative filtering model for 

a movie recommendation system with MovieLens data. The product information that they adopted were users 

ratings. Then the user ratings were also used to compare item-based CF and user-based CF. The accuracy 

values of the item-based CF and user-based CF are 0.84 and 0.76 respectively. This result is based on the 80:20 

train and test data ratio. Yue et al. [24] studied an optimally weighted user-based and item-based collaborative 

filtering approach to predicting baseline data for friedreich’s ataxia patients. The product information that they 

adopted were users ratings. Then the user ratings were also used to compare item-based and user-based. The 

MAE metric under density value of the item-based and user-based are 0.115, 0.120 at density 90%, and 0.120, 

0.125 at density 80% respectively. In order to group the users and group the products accurately, the researchers 

have to collect a massive amount of features about the users and the products. Moreover, if there is not enough 

transactional or feedback data from the users, the sparsity problem occurs when available data is insufficient 

for identifying similar users (neighbors). This is a major issue that limits the quality of recommendations and 

the applicability of collaborative filtering in general. 

Hybrid recommendation system is a method of combining the content-based and collaborative 

filtering methods to create a recommendation for a piece of information, or a product to the user to reduce the 

disadvantages and complement the advantages of both techniques of Afoudi et al. [25] studied the hybrid 

recommendation system by combining content-based filtering and collaborative prediction using artificial 

neural network. The MovieLens 100k dataset is used in this study. The product information that was chosen 

are gender, age, zip code, occupation and rating. This research suggested top-k at k=5 and k=10, where k is the 

number of suggested movies for all users. Content-based used TF-IDF and cosine similarity approach between 

the user profile and the items vector space model. The CF used the SVD approach and self-organizing map 

(SOM) method to improve the traditional CF with ANN and used k-mean clustering. The final result showed 

that the hybrid recommendation method is the most efficient with a f-measure (at k=10) with the value of 

3.9274. The f-measure (at k=10) values of the hybrid, collaborative with k-means+SOM, collaborative, 

popularity and content-based methods are 2.5495, 1.8342, 0.9915, 0.6889, and 0.4834 respectively. This result 

is based on the 75:25 train and test data ratio. Sharma et al. [26] studied an automatic recommendation system 

based on a hybrid filtering algorithm with book recommendations. The product information that they adopted 

includes information about user, books and ratings. Content based filtering (CBF) that applied TF-IDF and 

cosine similarity to the information of user profile. The CF that applied cosine similarity with the rating vectors. 

Firstly, the hybrid method finds the users that are similar to the active user by looking at their profiles. The 

user’s ratings are used to identify the similar users using the cosine. Then the related item for each neighbor is 

selected by obtaining vectors corresponding to the user profile (Vc) and item contents (Vm), by using the 

cosine. Lastly, the system can then recommend the items to the target user. In this study, the user ratings were 

also used to compare hybrid filtering, content based filtering and collaborative filtering. The final result showed 

that the hybrid filtering is the most efficient with a MAE value of 0.961. The MAE values of the content based 

filtering and collaborative filtering are 1.012 and 1.059 respectively. 

The discussion of the previous works mentioned in this section demonstrates that the researchers are 

trying to improve the accuracy of the system through different machine learning algorithms. However, the big 

data issues that occur in the recommendation system still raise an issue. The data preparation step becomes 

very important and could lead to a major improvement of the efficiency of the system. The important step of 

data preparation is the application of minimum sum of square error (SSE). It helps the acquisition of k-group 

values, as a result, researchers do not have to waste time finding the right k-clusters values. Before cluster 

using the fuzzy c-mean (FCM) method, it is a granular clustering method, for increased clustering accuracy, 

and the KNN determination within the grouped data group and use the data to calculate the approximate value 

using the item-based method for preparing the data before being processed for the information recommendation 

system. 

Recently, in the big data, there was a problem in searching for information that was similar to user 

and item data, including a problem with the recommendation system, including new user and new item or cold 

start. If the data is estimated grouping with SSE and grouped by FCM and estimating the intra-group proximity 

first by using the KNN method, helping to reduce this problem. For example, Sitompul et al. [27] studied 

enhancement clustering with the method of determining centroid based on the minimum SSE and k-means 

algorithm. The product information that they adopted were birth and death rates, wholesale customers and 

seeds dataset. Then the datasets were also used to compare k-means and SSE+k-means. The final result showed 

that the SSE+k-means method is the most efficient with davies-bouldin index (DBI) value of 0.0378 or 3.78%. 

The k-means DBI value of 0.0301 or 3.01 %. Arora et al. [28] studied FCM clustering strategies: a review of 

distance measures. The product information that they adopted were iris, wine and breast cancer dataset. Then 

the datasets were also used to compare euclidean distance, mahalanobis, chebyshev and minkowski. The final 
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result showed that the euclidean distance method is the most efficient, chebyshev distances and minkowski 

distances are equally suitable for clustering. Selvi and Sivasankar [29] movie recommendation system with 

MovieLens 100k data. The product information that they adopted were rating matrix. Then data point clustering 

using modified fuzzy c-means (MFCM) approach and optimization of grouped data points using modified 

cuckoo search (MCS) algorithm. Then the user ratings were also used to compare MCS, particle swarm 

optimization (PSO) and cuckoo search (CS). The final result showed that the MCS method is the most efficient 

with accuracy value of 79.65%. The accuracy value of the PSO and CS are 75.97% and 72.32% respectively. 

The rest of the paper will be organized as follows. The reviewing related literature regarding the method is 

discussed in section 2. The results and discussion in section 3. Finally, section 4 provides the conclusions. 

 

 

2. METHOD 

As mentioned in section 1, there are researchers who have performed well with movieLens and IMDB 

data, for example; Singla et al. [18], Behera et al. [19], Raghavendra and Srikantaiah [23]. As mentioned, 

solving the issue of big data could improve the accuracy of the recommendation system. Therefore this paper 

proposes a method that aims to improve a recommendation system by investigating the data preparation 

technique for improving the hybrid recommendation systems. The recommendation system, in this work, is 

implemented based on a hybrid model by integrating content-based filtering and collaborative filtering. This 

section is divided into 2 parts. Firstly, the datasets as the most important part of modeling the recommendation 

system which is discussed. Secondly, as a method. 

 

2.1.  Datasets 

The experimental dataset was collected from MovieLens [29], [30] and IMDB dataset [31], [32] 

explainable reasoning over knowledge graphs for recommendation. MovieLens comprise with 100,000 records 

of the rating data of 943 users on 1,684 movies. IMDB contains the movie’s details, comprising with 22,240 

of actors, 10,942 of actresses and 861 of directors. Our dataset is used for 4 experiments. Firstly, we random 

95% of this dataset as a training set, while the rest is used as the test set. The dataset in the second, third and 

fourth experiments is split into 90:10, 85:15 and 80:20 ratio respectively. 

 

2.2.  Process design 

This recommendation system is implemented to improve the performance of recommendation systems 

by focusing on the data preparation step to solve the problem of new users and new data items (movies). The 

overall results of the proposed technique is shown in Figure 1. This recommendation system is implemented 

to improve the performance of recommendation. As mentioned, the main focus of this work is on the data 

preparation step. From Figure 1, the process is devided in to 4 main parts including input data, pre-filtering 

process parts and output. The Input data part consists of sex, age, occupation, genres from MovieLens [29], [30] and 

actors, actresses, directors from IMDB dataset [31], [32]. Information section userID, movieID, rating (1-5) make 
user rating matrix. The frequency values of genres, actors, actreses, directors are in the form of data matrix. 

 

 

 
 

Figure 1. The overall process of the proposed technique 
 

 

The aim of pre-filtering part is to reduce the size of the data and find the approximation of user and 

item data using the following methods. Firstly, the cluster estimation (k) is calculated by SSE [27]. As a result 

in this part we choose to use information about the user such as sex, age, occupation, genre, director, actor, 
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actress to find SSE. The data is then converted to binary format and bring the data together in a matrix format. 

Before clustering, cluster k-values are required, wherein the investigators search for k-values by measuring the 

variance of the data within the cluster and define it as a line graph to see the refraction of the graph at the point 

corresponding to the smallest number of segments, when the value k is obtained, the user is grouped by 

information about the nature of the movie. That SSE is another technique for clustering validity and 

optimization cluster, which is positioned to indicate the appropriate number of clusters in the FCM clustering. 

Then the cluster with FCM [28], [29] part is applied after obtaining K-values from the group estimation using 

the SSE method, the researchers segment user demographic and movie feature as follows. Firstly, clustering 
demographic data contains information in regards to sex, age and occupation from MovieLens and correlation 

from userID attributes to help cluster the rating matrix data from MovieLens for a cold start solution. Then 

clustering movie feature data includes genre from MovieLens actors, actresses, directors from IMDB and 

correlating from movieId attributes to help group the rating matrix data from MovieLens for solving cold start 

and sparsity problems. 

After applying cluster with FCM, the KNN method [19] is the process of finding approximation from 

demographic and movie feature data. The new user’s data includes sex, age, occupation to measure the distance 

from the center of the group (centroid) to allow the user to become a member of a particular group. When 

entering the prepared cluster, then the user’s proximity within the group will be determined using the KNN 

technique, set the value k=12. The KNN method if the decision conditions are complex, this method can be 

used to create efficient models suitable for nominal data such as male, female and occupation. The new item 

data entry consists of genres, actors, actresses and directors. Its distance from the data center of the group 

(centroid) is measured so that the new item becomes a mumber of a particular group. When entering the 

prepared group, the user’s proximity within the group is determined by using the KNN technique, set the value 

k=12. Then the user rating matrix is used to calculate proximity value method correlation-based similarity with 

Item-based [23] on the data containing userID, movieID and rating. All of the data is cleaned up. The reduction 

criteria for reducing the number of movies per user is 65, meaning that a movie must be watched by at least 65 

people. 

The last part is the process which is a process of collaborative filtering. It demonstrates a computation 

of similarity from the rating matrix data grouped. Calculate the approximation by Item-based method [23], 

corresponding to Yue et al. [24] approximately with the pearson method. Item-based on the correlation of the 

item-item score data, the results of the Raghavendra and Srikantaiah [23] and Yue et al. [24] experiments were 

more effective than the user-based approach and estimation of correlation. The pearson approximation, in 

which the results of Ochirbat and et al. [10] were more effective than approximation than the euclidean method. 

The last process is the output part. The output is a result of hybrid filtering which is the use of scores for each 

method. Content-based filtering and collaborative filtering: the weighted sum and the scores are sorted in 

descending order. Select the highest rating value of 10 movies (Top-N) to recommend movie information to 

users. 

 

2.3.  Evaluation 

To evaluate the performance of the proposed method, this work applies MAE [19], [33] and precision [10]. 

We define the metrics for our pilot evaluation using the activities of subsection 2.1. We choose definite metrics 

for technical evaluation. 

 

2.3.1. MAE 

This is an evaluation technique to determine the errors (differences) of the predicted results and the 

ground truth data. A small degree of MAE signifies the more similar between predicted data and ground truth. 

MAE is calculated as follows: 

 

𝑀𝐴𝐸 = (
1

𝑁
)∑ |𝑢,𝑖,𝑟∈𝑅 �̂�𝑢,𝑖 − 𝑟𝑢,𝑖 (1) 

 

where N is the number of recommended movies, �̂�𝑢,𝑖 is predicted score and 𝑟𝑢,𝑖 is ground truth score. 

 

2.3.2. Precision 

this metric examins the degree of agreement of the recommended movies and the ground truth data. 

This is another value that we used to measure the accuratcy of our design. The precision is calculated as follows: 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (2) 

 

where TP true positive and FP fale positive. 
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3. RESULTS AND DISCUSSION 

3.1.  Experimental setup 

Section 2 explains the method and the dataset used in this work. MovieLens and IMDB are used as  

the dataset for evaluating the performance of the proposed method. The dataset is divided into 3 groups, 

according to the method-explained in section 2, i.e.; i) input data: composing; user’s demographic information, 

movie’s details, and rating information, ii) pre-filtering data-used in the clustering process using SSE, fuzzy-

c-means and KNN algorithm, and iii) testing data.  

 

3.2.  Experimental data preparation 

The result of the K-value determination before the data grouping with SSE to determine the 

appropriate K-cluster value for the data. It was found that when considering the most appropriate data grouping 

results that the graph is refracted at number 2, so the K-value in the proper grouping is K=2. The overall of the 

proposed technique is shown in Figure 2. Results of data clustering by FCM method it is a characteristic of 

user data clustering, using FCM technique. The researcher set the value K=2, meaning to define 2 clusters of 

data. The overall of the proposed technique is shown in Figure 3. Experimental results with the KNN method 

within the user or movie data group and K=12 it was found that when using user data or movie data to find 

proximity to members within a group and assigns K=12 to get information that is close to new users or new 

movies. The overall results of the proposed technique is shown in Figure 4. 

 

 

  
  

Figure 2. Clutering data with SSE Figure 3. Clustering with fuzzy c-mean 

 

 

 
 

Figure 4. Finding proximity using KNN method 
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3.3. Experimental result and discussion 
3.3.1. Experiment on new user 

In this stage, a different number of users are tested, varying from 5%, 10%, 15%, and 20% of users 

from total data is selected. Each of the users are then experimented with the proposed method. In identifying a 

set of similar users, the set contains at most 12 similar users. The results from the experiment are shown in Table 1. 

From Table 1, the precision of the proposed method looks promising. Using 20% of the total users and selecting 

at most 5 movie titles, in the recommendation system provides the best result, achieving 85% of precision. This 

result is motivated with respect to the MAE value. The MAE for recommending 5 movie titles is less than 

recommending 10 movie titles. Therefore, the recommendation system suggests recommending 5 movie titles 

to a new user. 
 

 

Table 1. Demonstrates the performance of the proposed method for new user issues 

Dataset 
Precision MAE 

Predicted 5 titles Predicted 10 titles Predicted 5 titles Predicted 10 titles 

5% 0.85 0.83 2.3312 2.3971 

10% 0.78 0.80 2.0756 2.2649 

15% 0.82 0.81 2.0778 2.2018 
20% 0.85 0.84 2.1011 2.2070 

 

 

3.3.2. Experiment on a new movie 

1 experiment on new movies: in this stage, a different number of users were tested, varying from 5%, 

10%, 15%, and 20% of movies from total data was selected. Each of the movies were then experimented with 

the proposed method. In identifying a set of similar movies, the set contains at most 12 similar titles. The results 

from the experiment are shown in Table 2. From Table 2, the precision of the proposed method looks 

promising. Using 20% of collected data from the total movie and selecting at most 5 movie titles in the 

recommendation system provides the best result, achieving 87% of precision. While, selecting at most 10 titles 

is at 86%. The MAE for recommending 5 users for a movie is less than recommending 10 users. Therefore, the 

recommendation system suggests recommending 5 users for a new movie. 
 

 

Table 2. Demonstrates the performance of the proposed method for new movie issues 

Dataset 
Precision MAE 

Predicted 5 titles Predicted 10 titles Predicted 5 titles Predicted 10 titles 

5 % 0.87 0.85 2.2566 2.3721 

10 % 0.82 0.81 2.1763 2.2430 
15 % 0.84 0.84 2.0822 2.1892 

20 % 0.87 0.86 2.0031 2.1104 

 

 

For solving new user and new movie issues, the data that was used in the system composing of 

demographic information of the users (from MovieLens data), the rating data of the users and movies (from 

MovieLens) and the movie’s details (from MIDB). The dataset is used in the preparation step. When a new 

user or a new movie is fed to the recommendation system, the new data will be assigned to a particular group. 

Within the group, a set of similar data items is selected using KNN algorithms, where K=12. The rating data 

and related information from KNN and fuzzy-c-means are used to calculate the weights. The experiment 

demonstrates that the proposed technique was outperformed when comparing to content-based filtering and 

collaborative filtering. 

 

 

4. CONCLUSION  

This work proposes a technique for recommending movies to users. This highlights the main aspects 

found in the recommendation systems, i.e., new user and new item. The proposed method focuses on the data 

preparation step by clustering the stored data into different groups, which will be used in a hybrid method for 

recommendation systems. The data used in the research consists of a data from MovieLens and the IMDB. The 

data from MovieLens contains 100,000 ratings from 943 users on 1,682 movies. As for the IMDB, the data 

includes information of actors, actresses and directors of the movies. In this work, a hybrid recommendation 

system with a combination of CBF and CF is introduced. Pre-filtering the data is performed by finding an 

optimal number of clusters to obtain optimal cluster centers. This is done by calculating the total within cluster 

sum of square. Then the FCM is implemented to reduce the complexity of data and increase the relevance of 

the user-item ratings. Then the similarity is calculated by using the item based method. Finally, the KNN and 
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weight sum of the rating is applied to recommend the movies. The performance is measured with precision and 

MAE. The research found that for new user data the precision is at 85% and MAE value 2.1011. For new item 

data, the result of research obtains the precision at 87% and MAE value 2.0031. In conclusion, the new hybrid 

method developed, can recommend a movie efficiently. In future work, we aim to investigate a wide variety 

of dataset to experiment with the proposed method. In addition, a hybrid model for the recommendation system 

using deep learning methods is also one of the ideas that will be applied in the recommendation systems. 
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