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 This research paper focuses on extracting and classifying information from 

the Moroccan National Tax Appeals Commission, which is presently 

nonexistent in the country's legal and tax landscape. This study examines 201 

decisions selected from a pool of 562, released between 1999 and 2018, 

pertaining to corporate tax and involving 550 disputes spanning various 

corporate tax classifications. The paper aims to propose latent dirichlet 

allocation (LDA) for topic modeling and compare it with our previous results 

obtained from the bidirectional encoder representations from transformers 

(BERT) model. The findings suggest that the rulings can be classified into two 

primary classifications: those that uphold or reject the tax administration's 

position. The proposed model shows a good performance, achieving a 

precision of 9.25% and an accuracy of 9.51%. This highlights the 

effectiveness of both LDA and BERT models for understanding and 

classifying topics in tax decision analysis. 
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1. INTRODUCTION  

The national tax appeals commission (NTAC) in Morocco is a legal mechanism with authority to 

decide on taxpayer appeals when disputes arise from reviewing their tax returns. The NTAC functions as a 

safeguard for taxpayers, mainly when there may be concerns about the administration's discretionary powers 

when conducting tax audits. The decisions of the NTAC are important sources of information for judges, 

inspectors, auditors, tax specialists, accountants, chartered accountants, lawyers, researchers, and decision-

makers in the tax field. Decisions on tax appeals have been criticized for needing to be more timely and 

resource-demanding. The database creation process includes data mining to collect valuable information from 

judgments to conduct in-depth research of the decision-making process and streamline future litigation, 

including meta-analysis. 

Recent progress in natural language processing (NLP) has enabled the creation of applications that can 

automate parts of the tax appeals decisions (TAD) procedure. With automated systems, technical jobs may be 

completed with higher accuracy, shorter search times, and lower prices. However, creative and judgment-based 

tasks still require human involvement. In addition, cutting-edge NLP machine-learning approaches can generate 

novel algorithms that faithfully simulate the range of human actions needed over a TAD's life cycle [1]. 

Topic modeling is a modern NLP technique that enables the exploration and prediction of hidden 

themes within large text datasets, regardless of the languages used [2], [3]. This method proves particularly 

valuable when dealing with extensive documents that are impractical to read and summarize manually. 

https://creativecommons.org/licenses/by-sa/4.0/
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Traditional methods of identifying the threshold for an obscure theme within a corpus can be challenging. 

However, topic modeling offers various approaches, such as latent semantic analysis (LSA) and non-negative 

matrix factorization (NMF), that leverage topic space vectors or probability distributions to unveil these latent 

themes. By employing topic modeling, researchers gain deeper insights into the underlying structures and patterns 

present in textual data, contributing to enhanced understanding and knowledge discovery. 

Recently, many researchers have explored text classification via topic modeling techniques. Latent 

dirichlet allocation (LDA) is a probabilistic generative statistical model. Therefore, given a text, the model 

attempts to optimize its parameters by finding the ratio of one variable to another, given its value [4]. The field 

of text classification has seen the widespread application of LDA [5], a topic-modeling approach. The 

following is a brief discussion of some relevant literature. 

Asiyabi and Datcu [6] evaluated the identification of semantic information in optical and synthetic 

aperture radar data at varying spatial resolutions across three situations. Recently, Lee [7] analyzed newspaper 

articles about aging to learn more about how Korean society talks about aging. Similarly, Twinandilla et al. [8] and 

Kondath et al. [9] aimed to generate multi-document text summaries based on extractive topic modeling for 

news articles, using a unique approach combining K-means clustering and LDA. Eligüzel et al. [10] looked 

into ways to overcome feature selection and classification issues. Poushneh and Rajabi [11] used the LDA 

method to classify customer reviews. The authors applied the method of LDA to classify the reviews provided 

by customers. The outcomes of their study add to the existing body of literature by revealing the fundamental 

processes that customers employ to comprehend reviews and connect them with corresponding numerical 

ratings. 

Cvitanic et al. [12] studies comparing LDA with LSA found divergent results: the former was superior 

in learning descriptive themes, while the latter was superior at producing a compact semantic representation of 

documents and words in a corpus [13]. Finally, Henderson and Eliassi-Rad [14] changed the LDA method to 

process graph data instead of text corpora. The contrasts between text corpora and graph data in the actual 

world are reflected in these prescriptions. While previous studies considered many aspects of topic modeling, 

LDA [15] is the most important previous work in supervised classification, which our technique addresses. 

Find the right amount of naturally occurring subjects in the corpus that provide evidence supporting correctness 

and classification.  

This research aims to analyze a pool of corporate tax rulings from the Moroccan National Tax Appeals 

Commission using advanced techniques such as LDA and bidirectional encoder representations from 

transformers (BERT) model to extract and classify information. The paper makes significant contributions in 

several areas. Firstly, it addresses the challenging task of extracting and classifying information from the 

Moroccan National Tax Appeals Commission, which needs to be improved in the country's legal and tax 

framework. Secondly, it provides insights into customers’ fundamental processes to comprehend reviews and 

associate them with numerical ratings. Thirdly, it demonstrates the effectiveness of advanced methodologies 

such as LDA and BERT model in learning and classifying modeling topics in tax decision analysis. Fourthly, 

it proposes a model that achieves high precision and accuracy in classifying the rulings based on their stance 

toward the tax administration. Overall, the research provides valuable insights into tax decision analysis and 

highlights the importance of using advanced techniques for understanding complex legal and tax frameworks. 

The paper is organized into five sections. The next section discusses some recent studies on text 

classification with topic modelling. Section three is further divided into four sub-sections. The first sub-section, 

data collection, outlines the process used to collect the corporate tax rulings from the Moroccan National Tax 

Appeals Commission. The second sub-section, data pre-processing, details the steps taken to clean and prepare 

the data for analysis. The third sub-section, data processing, describes advanced techniques such as LDA and 

the BERT model to extract and classify the information from the data. The fourth sub-section, Model 

Evaluation, evaluates the performance of the proposed model. The fourth section, results and discussion, 

presents and discusses the outcomes of the analysis, including insights into the underlying mechanisms used 

to interpret tax rulings. Finally, the last section, conclusion, summarizes the key findings of the research and 

highlights its contributions to the field of tax decision analysis. 

 

 

2. METHODS 

2.1.  Data collection 

We retrieved all tax appeal decisions related to corporate tax (CT) from the Moroccan National Tax 

Appeals Commission's Library, covering the period from its creation to the present day. In each decision, we 

identified from the files archived in paper format; therefore, we excluded all tax types (income tax (IT), value 

added tax (VAT)...) and extracted only CT. We also excluded decisions in Arabic. For data extraction, we used 

a nine-step workflow. Overall, the system accepts scanned PDF choices as input and produces decision 
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extraction, which includes a list of important data for each data item and proposed keywords in each sentence. 

The nine steps are explained below. 

After a thorough textual analysis and the help of regular expression–REGEX [16]. We managed to 

extract the paragraphs of 8 key elements that contain the arguments and judgments of each stakeholder. Out of 

562 decisions between 1999 and 2018 dealing with irregularities in several types of tax, we extracted 201 

decisions dealing only with corporation tax, with 550 disputes dealing with various kinds of corporation tax. 

Table 1 shows the dataset attributes used in our research. 
 

 

Table 1. Dataset attributes 
Attributes Example 

Reference 383,664 

Year 2008 
Tax type Corporate tax 

Litige title Turnover 

Decision_LTC Considering that the LTC has maintained the adjustments notified by the inspector 

Argu_TA Considering that the inspector based the reconstitution of the company's turnover on the accounting records 

and the prices charged by the company given its invoices and that he considered the waste rates, and that 

the company did not establish by evidence the proof of its allegations. 
However, a time limit was granted to it for this purpose by the sub-commission. 

Argu_taxpayer  Whereas taxpayer E contested this decision. Whereas the company informed the sub-committee that it did 
not proceed with this reconciliation with the inspector 

Whereas the inspector based the reconstruction of the company's turnover on the accounting records and the 

prices charged by the company given its invoices and considered the waste rate. 
Decision After hearing the two parties and deliberating, the sub-commission decided to reconstitute the LTC's 

decision. 

 

 

2.2.  Data pre-processing 

To classify texts based on their topics, unstructured data must be pre-processed to preserve relevant 

keywords, as shown in Figure 1 [17]: 

a) Markup tag filter: Eliminates column-specific tags in markdown. Filter input strings completely. Title 

and section screening will be done for all incoming documents. 

b) Stanford tagger: Tags document terms using part-of-speech (POS) tags. French, English, German, 

Spanish, and Arabic texts apply. Stanford NLP models underlie taggers. 

c) Stanford lemmatizer: Lemmatizes terms in the input documents with the stanford core NLP library. 

d) Punctuation eraser: Removes all punctuation characters of terms in the input documents. 

e) Number filter: Removes from the input documents all phrases that only number. 

f) N Char filter: Removes words from input documents with fewer than N characters. 

g) Stop word filter: Removes any terms included in the second input table and/or the stop word list from the 

input documents. 

h) Case converter: Converts all terms in the input documents to lower or upper case. 

 

2.3.  Data processing 

To demonstrate the relevance of the LDA and BERT models for pre-training the language model, we 

trained using LDA BERT on a dataset of 550 tax disputes. Both models were trained on various dispute points 

to capture the nuances of the domain. Our specific focus was on disputes related to corporate taxation, allowing 

us to delve deeper into the intricacies of this particular area. 

By narrowing the scope to corporate taxation disputes, we aimed to enhance the specificity and 

accuracy of the models in addressing the challenges and complexities unique to this field. This focused 

approach enabled us to analyze and classify the language used in these disputes more effectively, leading to a 

more robust and reliable automated decision classification model. Through our research and training process, 

we were able to establish the applicability and effectiveness of the LDA and BERT models in the context of 

tax dispute resolution. By leveraging the power of these models, we can gain valuable insights into the language 

patterns, arguments, and legal concepts surrounding corporate taxation disputes, ultimately contributing to 

more efficient and accurate decision-making within the National Tax Appeals Commission in Morocco. 

 

2.3.1. The LDA 

The LDA model, developed by Blei et al. [18]. A three-layer Bayesian probabilistic model of words, 

subjects, and documents is a document topic generation model used in unsupervised machine learning 

algorithms. It learns the underlying top to make the subject more meaningful and meaningful probabilities of 

words that appear in a series of texts to infer the distribution of words that define subjects. Bag-of-words 

convert each page to a vector of word frequencies. This simplifies text modeling. The bag-of-words approach 
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ignores word order, reduces complexity, and improves model building. Each document and subject are 

probability distributions of themes and words, respectively. Table 2 displays our study's hyperparameters used 

for the LDA model. These hyperparameters are crucial for controlling the behavior and performance of the 

LDA model during the training process. 

 

 

Table 2. Hyperparameters LDA model 
Attribute Description Values 

Alpha Smoothing parameter for document-topic distributions. 0.1 
Beta Smoothing parameter for each topic.  0.01 
numIterations The number of iterations of Gibbs sampling.  1,000 
numThreads The number of threads for parallel training.  1 
numTopWords After model estimation, the number of most probable words to print for each topic.  20 

numTopics Specifies the number of topics  10 

 

 

2.3.2. Bidirectional encoder representations from transformers (BERT) 

In 2018, Google's Jacob Devlin and his team announced a new language representation paradigm 

called BERT [19]. Since its inception, it has been the standard against which all other natural language 

processing studies are measured [20]. Unlike earlier language representation algorithms, BERT can predict 

words from both left and right contexts. Unsupervised models like BERT were also created, which can be 

trained with the enormous web-based plain text corpus for most languages. BERT excels at text classification 

and other natural language processing tasks due to this collection of abilities.  

a) Hyperparameters for BERT-base 

The 110M-parameter, 12-layer, 768-hidden, 12-self-attention-head Bert multi-cased L-12 H-768 A- 

12/2 base pre-trained model served as the basis for our experimentations. The Adam optimizer, considered 

one of the most reliable and popular options in deep learning, was used [21]. The model convergence was 

aided by Adam’s optimizer with the warmup steps, which were low learning-rate updates. After many failed 

tries due to memory constraints, we finally settled on a hyper-parameter configuration that worked. The 

initialization ratio for warming up was 0.1, and the basic learning rate was 3e-5. We used an empirically 

determined maximum of 7 epochs and a batch size of 32, and we preserved the best model from the validation 

set for further use. Figure 1 details our proposed model based on LDA. 

 

 

 
 

Figure 1. The proposed classification model 

 

 

2.4.  Model evaluation 

2.4.1. Coherence measures 

Topic coherence is a metric that evaluates topics' semantic coherence and interpretability by 

examining the degree of semantic similarity among the top words within each topic [22]. This measure is 

crucial in distinguishing between statistically derived topics and meaningful interpretations. In recent studies, 

four coherence measures for LDA have demonstrated strong correlations with human judgments when applied 
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to the same dataset [23], [24]. These coherence measures provide a quantitative assessment of the quality and 

coherence of topics generated by the LDA model, facilitating the evaluation and comparison of different topic 

models in a reliable and interpretable manner. Here is a short rundown of the various coherence measures and 

how they are arrived at: 

a) C_v method uses a sliding window, normalized pointwise mutual information (NPMI), and cosine 

similarity to indirectly establish a one-set segmentation of the essential phrases as shown in (1) [25]. 
 

𝑐𝑜ℎ𝑒𝑟𝑒𝑛𝑐𝑒(𝑉) = ∑ 𝑠𝑐𝑜𝑟𝑒(𝑣𝑖 , 𝑣𝑗 , 𝜖)(𝑣𝑖,𝑣𝑗)∈𝑉
 (1) 

 

V is a set of words describing the topic and 𝜖 indicates a smoothing factor that guarantees that score returns 

real numbers. (We will explore the effect of tchoosing𝜖; the original authors used 𝜖 = 1.) 

b) C_uci measure uses a sliding window, where PMI is the information communicated between every 

potential pair of top keywords as shown in (2). 
 

𝑠𝑐𝑜𝑟𝑒(𝑣𝑖 , 𝑣𝑗 , 𝜖) = 𝑙𝑜𝑔
𝑝(𝑣𝑖,𝑣𝑗)+𝜖

𝑝(𝑣𝑖)𝑝(𝑣𝑗)
 (2) 

 

c) C_umass uses document co-occurrence counts, one-preceding segmentation, and logarithmic conditional 

probability to affirm as shown in (3) [26]. 
 

𝑠𝑐𝑜𝑟𝑒(𝑣𝑖 , 𝑣𝑗 , 𝜖) = 𝑙𝑜𝑔
𝐷(𝑣𝑖,𝑣𝑗)+𝜖

𝐷(𝑣𝑗)
 (3) 

 

where D(x, y) counts the number of documents with x and y, and D(x) counts x-containing documents. 

Instead of an external corpus, the UMass metric computes these counts over the same corpus used to train 

the topic models. More inherent. It checks if the models learned corpus data [26]. 

d) C_npmi is a refined variant of C uci coherence that makes use of NPMI as shown in (4). 
 

𝑠𝑐𝑜𝑟𝑒(𝑣𝑖 , 𝑣𝑗 , 𝜖) =
𝑙𝑜𝑔

𝑝(𝑣𝑖,𝑣𝑗)+𝜖

𝑝(𝑣𝑖)𝑝(𝑣𝑗)

−𝑙𝑜𝑔(𝑝(𝑣_𝑖,𝑣_𝑗)+𝜖)
 (4) 

 

 

2.4.2. Model accuracy 

Text classification evaluation measure uses precision, recall, and F-measure. Only evaluating a 

classifier on recall and accuracy is illogical. Analysis categories determine success. Documents are classified 

by a set of criteria. True positive (TP), false positive (FP), true negative (TP), and false negative (FP) are the 

relevant measures (FP). The assessment metrics obtained from these inputs are shown below to evaluate a 

prediction model. Conventional information retrieval measures including recall, precision, F-measure, 

accuracy, and Cohen's Kappa are presented in the (5)-(9) [27]. 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (5) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (6) 

 

𝐹˗𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2∗(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)∗(𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (7) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (8) 

 

𝐶𝑜ℎ𝑒𝑛′𝑠𝐾𝑎𝑝𝑝𝑎 =
2∗(𝑇𝑃∗𝑇𝑁−𝐹𝑁∗𝐹𝑃)

(𝑇𝑃+𝐹𝑃)∗(𝐹𝑃+𝑇𝑁)+(𝑇𝑃+𝐹𝑁)∗(𝐹𝑁+𝑇𝑁)
 (9) 

 

 

3. RESULTS AND DISCUSSION 

Examining how each person assigns a probability mass (or "weight") to their favorite words might 

illuminate who they are. Two representations of the relative importance of the subjects' initial words will be 

used to accomplish this. Each line in Figure 2 represents one of our 10 categories. Take note of the precipitous 

decline in topic weights as we proceed down the list of most significant terms in descending order. Figure 3 

shows the overall weight allocated to each subject's top 10 words, revealing that the top 2 words in each topic 

are given substantially more weight than the remaining words. 
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Figure 2. Probabilities of top 20 words in each 

topic 

 
 

Figure 3. Total probability of top 10 words in each 

topic 
 

 

Here we can see that the top 10 terms in our topic model only make up a modest percentage (between 

15% and 18%) of the entire probability mass of their topic. So, although we may utilize the most frequently 

occurring terms to determine overarching themes for each issue, this part aims to understand how modifying 

these parameters impacts the topic model's features. Let's begin with the alphabet. Plotting the topic weight 

distribution for the same document under models fit with different alpha values should reveal the effect of 

modifying its value, as alpha is responsible for smoothing document preferences over subjects. We load topic 

models trained with varying values of alpha. Then we present the (sorted) topic weights for the TAD decision 

on a sample document using the models trained with high (alpha=10), original (alpha=0.1), and low 

(alpha=0.001) values. Figure 4 shows how the alpha parameter smoothes out the topic distribution for this 

article, where low alpha values result in a disproportionate amount of weight being given to a single subject, 

and high values of alpha result in a much more level distribution of weight amongst topics. 
 
 

 
 

Figure 4. Topic probability for abandonner article 
 

 

We anticipate that, similar to how charting topic weights for a text allowed us to observe the influence 

of alpha, plotting word weights for each subject will allow us to show the effect of varying eta. However, we 

just don't have the requisite number of words at our disposal. Instead, we will display the combined importance 

of each topic's most important 10 words and least important 500 words using the original eta model's weights 

of 0.1 and the low eta model's weight of 0.001. 

Figures 5 and 6 show how the low eta model favors the most often occurring words within a subject 

while giving less importance to the least frequently occurring terms (or more intuitively, topics are composed 

of few words). High eta models, however, give less importance to the most often used words and greater 

importance to the least frequently used terms. Therefore, topics with a higher eta have a more even importance 

distribution over the whole lexicon. 
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The topic coherence metric is useful for evaluating the human interpretability of various topic models. The 

coherence score quantifies the degree to which the reader may understand a set of subjects, and the topic coherences 

capture this sweet spot. Figure 7 shows that the coherence score also increases when the number of topics increases. 

This suggests that selecting the model that produced the greatest coherence score before it plateaued or dropped 

significantly would be wise. In this example, there are two subjects. Coherence scores are measures used to evaluate 

the quality of topics generated by topic models. Figure 7(a) Coherence score C_V quantifies topic coherence by 

calculating the pointwise mutual information (PMI) between word pairs within a topic. Figure 7(b) Coherence score 

U_MASS also uses PMI but estimates word probabilities differently by considering unigram frequencies.  

Figure 7(c) Coherence score C_UCI estimates word probabilities based on relative frequencies and typically yields 

lower scores. Figure 7(d) Coherence score C_NPMI is a normalized version of PMI that addresses its limitations. 
 

 

 
 

Figure 5. Total probability of top 10 words 

 
 

Figure 6. Total probability of bottom 500 words 
 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 
(d) 

 

Figure 7. Coherence measures for topic models, including; (a) coherence score C_V, (b) coherence score 

U_MASS, (c) coherence score C_UCI, and (d) coherence score C_NPMI 
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3.1.  Comparison with BERT  

Figure 8 shows the accuracy of LDA model in comparison with BERT. BERT achieves 0.991 in terms 

of precision and 0.986 in accuracy. LDA model achieves 0.925 in terms of precision, and 0.951 for accuracy. 

Figure 9 shows the execution time of the two models: BERT (55.5146 minutes for BERT Learner and 0.959316 

minutes for BERT Predictor) and 0.78 minutes for the LDA Model. As this is hardware-dependent, other users 

may have completely different run times. Since the measures are very close to 1, both models are efficient for 

text classification with processing advantages in time for LDA. 
 
 

 
 

Figure 8. Accuracy of BERT and LDA 

 
 

Figure 9. Models training time 
 

 

The LDA approach used in this work has some significant limitations. The distribution and 

interpretation of topics are the main challenges. Topic modeling is sensitive to input data and analysis; adding 

additional documents and using text mining methods such as tokenization and stemming can produce 

completely different topics. As a result, the topics are generally a mixture of heterogeneous elements, and it is 

difficult to attribute truth to interpretation and validation in our corpus. However, depending on the source data 

and the collection period, different topics and themes can be deduced from our results. Thus, our results can 

provide an accurate picture of the decisions of NTAC. 
 

 

4. CONCLUSION 

In conclusion, this pilot study successfully explores the application of LDA topic modeling and 

compares it with the BERT model for text classification. The study specifically focuses on analyzing rulings 

from the Moroccan National Administrative Council (NTAC) to uncover hidden themes. By utilizing the beta 

and alpha posterior probabilities of LDA, we are able to identify key phrases associated with each topic and 

determine the relevance of documents to specific topics. The research findings highlight that taxpayers often 

face the choice of either accepting the tax administration's stance or pursuing litigation, indicating the potential 

of using LDA topic modeling to classify judgments by decision type. 

It is worth noting that BERT exhibits greater effectiveness in tasks requiring a deep understanding of 

language, while LDA proves more effective for tasks centered around topic modeling and corpus structure 

comprehension. Each technique has its own set of strengths and weaknesses, and the selection between them 

will depend on the specific requirements of the project at hand. For future research, we plan to further evaluate 

and refine our LDA and BERT models by applying them to diverse datasets and languages. By conducting 

these experiments, we aim to demonstrate the efficiency and robustness of our models across various contexts 

and language domains. Additionally, exploring the integration of these models with other advanced techniques 

and approaches could potentially enhance their performance and broaden their applications in text classification 

and topic modeling tasks. 
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