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 Image quality plays a vital role in improving and assessing image compression 

performance. Image compression represents big image data to a new image 

with a smaller size suitable for storage and transmission. This paper aims to 

evaluate the implementation of the hybrid techniques-based tensor product 

mixed transform. Compression and quality metrics such as compression-ratio 

(CR), rate-distortion (RD), peak signal-to-noise ratio (PSNR), and Structural 

Content (SC) are utilized for evaluating the hybrid techniques. Then, a 

comparison between techniques is achieved according to these metrics to 

estimate the best technique. The main contribution is to improve the hybrid 

techniques. The proposed hybrid techniques are consisting of discrete wavelet 

transform (W), multi-wavelet transform (M), and tensor product mixed 

transform (T) as 1-level W, M, and T techniques. WT and MT are the 2-level 

techniques, while WWT, WMT, MWT, and MMT are the 3-level techniques. 

For each level of each technique, a reconstructed process is applied. The 

simulation results using MATLAB 2019a indicated that the MMT is the best 

technique with CR=1024, R(D)=4.154, and PSNR=81.9085. Also, it is faster 

than the other techniques in the previous works as compared with them. 

Further research might investigate whether this technique can benefit image 

and speech recognition. 
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1. INTRODUCTION  

It is essential and very complex to find orthogonal matrices in various sizes, which can be used in 

various communication and image processing [1]. The orthogonal matrix as a transform filter is used for mixed 

transform generated using the tensor product-based data processing. The evaluation and analysis of this mixed 

technique in the image compression-based discrete wavelet transform mixed and slantlet with the tensor 

product is presented in [2]. Mohammed et al. [1] introduced a method to find an orthogonal matrix by using a 

tensor product between two orthogonal matrices of imaginary and real numbers with applying it to images and 

communication signal processing. The output matrix is also orthogonal, and this method's processing is easy 

compared to the basic proofs used in classical methods. In image compression, Kumar et al. [3] used singular 

value thresholding and truncation to get a low-rank matrix completion for a decomposed image to obtain the 

low rank of the compressed image. A thresholding algorithm is applied to retrieve the quality of this image. 

They mentioned that from the results, it is clear that 80% compression is attained with acceptable visual quality 

as in a human vision system.  

https://creativecommons.org/licenses/by-sa/4.0/
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Bouida et al. [4] introduced textural quality analysis for a compressed image and used the second 

generation of wavelet transform to enhance the compression process in biometric images. They utilized a 

quincunx wavelet transform joint to a modified advanced encoder called SPIHT-Z encoding. The compression 

process's paramount importance is minimizing the bit space requisite to transmit or store information of various 

types [4], [5]. Hu et al. [6] proposed a randomness map to measure the masking effect to capture the features 

of the human visual system. A pre-processing scheme is used to simulate the occurrences' processing in the 

initial portion of the human visual system. Wahed et al. [7] tested wavelet and multi-wavelet filter banks with 

images, adding more useful analysis. Filter bank properties such as compact support, orthogonal, phase 

response, and symmetry are essential parameters that affect the mean square error and professed image quality. 

The compression of grayscale image performance was compared with an expected scalar wave. Subjective 

quality measures and a peak signal-to-noise ratio are used to assess the performance.  

Abood [8] presented three techniques: a three-dimension 2-level wavelet transform, a three-dimension 

2-level multi-wavelet transform, and a three-dimension 2-level hybrid technique. The last technique combines 

wavelet and multi-wavelet transform. These techniques are compared to the retained compression ratio, 

entropy, energy, percent root mean square difference, and peak signal-noise ratio. The result is that the best 

technique for image compression is the three-dimension two-level hybrid technique. A discrete cosine and 

wavelet transform technique are used for white flower image fusion. Intensity hue saturation, red, green, and 

blue (RGB) values of fused and individual images are evaluated using peak signal-to-noise ratio (PSNR) [9]. 

Image quality is objectively and technically described in [10] to indicate a deviation from a reference model, 

and it is also related to a subjective perception of an image. The characteristic property of the image can be 

considered as image quality evaluation by which degradation of the perceived images is measured and 

calculated compared to the reference image. A comparative study on full-reference fusion methods is presented 

in [11]. It is discovered that the rank aggregation-based full-reference fusion can outperform other full-

reference fusion approaches and the top-performing full-reference methods. The mean squared error and signal 

to noise ratio have been used to measure the image quality.  

PhiCong et al. [12] presented a novel light field image quality assessment (LF-IQA) metric with low 

computational complexity to enhance the conventional LF-IQA. Memon et al. [13] proposed an image 

processing approach that collects three image descriptors as a feature extraction phase. Pre-processing 

techniques of 100 classes of handwritten Arabic databases are used to prepare the testing and training datasets. 

The best k-nearest neighbor's algorithm is used to classify the Arabic handwritten images [14]. 

Seetharamaswamy et al. [15] proposed dual-dictionary learning as prime and residual-dictionary learning. 

Reconstructing the central high frequency and high residual frequency is required to recover the finer image 

details. Saeed et al. [16] applied operations such as histogram, conversion into grayscale, erosion, dilation, and 

close and open operations on four different images. Then it is followed by a retrieving process to the original 

image. Patel et al. [17] focused on a comparative analysis of various image pre-processing techniques executed 

on flower images. The performance assessment of these techniques depends on their ability to remove noise in 

the flower images. Root mean square error and peak signal-to-noise ratio methods are used for performance 

evaluation. Abood [18] presented three composite techniques-based color image compression to achieve 

images with good image quality and better performance. The composite wavelet technique, composite 

stationary-wavelet technique, and composite multi-wavelet technique. The low-low sub-band of the 3rd. level 

in each composite transform is calculated. The best technique is the three-level multi-wavelet transform in the 

composite multi-wavelet technique. That is because it has the maximal values of energy, compression ratio 

(CR), and lowest values of the computation time (T) and rate-distortion (RD). 

This paper compares hybrid techniques-based tensor product mixed transform using compression and 

quality metrics. It aims to evaluate the implementation of the hybrid techniques; The main contribution is to 

improve the hybrid techniques which consists of 1-level (discrete wavelet transform (W), multi-wavelet 

transform (M), and tensor product mixed transform (T)) techniques, 2-level (WT and MT) techniques, and 3-

level (WWT, WMT, MWT, and MMT) techniques. The novelty in this work is that the 3rd. level in the hybrid 

techniques is the tensor product mixed transform which improve the image compression and image quality of 

the technique and reduce the computation time. Compression and quality metrics will be computed for each 

final level, and a comparison between techniques will be implemented according to these metrics. The 

compression metrics are; compression ratio, mean square error, rate distortion, and peak signal-to-noise ratio. 

At the same time, the quality metrics used are; average difference, maximum difference, normalized absolute 

error, and structural content.  

This paper contains the following sections: In section 2, the research method for the proposed 

techniques with an explanation of each stage in it, the image quality, and compression metrics used are 

presented. Section 3 introduced the simulation results and evaluation of the performance of the techniques. 

Finally, in section 4, the conclusion of this study is explained with some perspective's future works. 
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2. RESEARCH METHOD 

2.1.  Overview 

The proposed technique's block diagram is shown in Figure 1. It consists of an image pre-processing 

stage followed by hybrid techniques those contain three types of transforms; discrete wavelet transform, multi-

wavelet transform, and tensor product mixed transform. These techniques are 1-level techniques, 2-level 

techniques, and 3-level techniques. Then a comparison among these techniques according to the image 

compression and quality metrics computation will be implemented. Finally, a comparison decision is decided 

on which technique is the best.  
 

 

 
 

Figure 1. The proposed technique's block diagram 
 
 

2.2.  Image pre-processing  

Image pre-processing is the primary step for reducing the distortion and noise removal of the original 

image to enhance its quality [17], [19]. In this paper, the original input image is a gray or color image of any 

size. If it is a color image, convert it to a gray image to reduce the computation complexity. Finally, the gray 

image is converted to the double-precision form and resized to the size (1024*1024) pixels to be a power of 2 

and square.  

 

2.3.  The hybrid techniques 

These techniques appear in three different types. Firstly, 1-level techniques contain three 1-level 

techniques, W, M, and T. Secondly, 2-level techniques contain two 2-level techniques, WT and MT. Finally, 

3-level techniques contain four 3-level techniques, WWT, WMT, MWT, and MMT. 

 

2.3.1. 1-level techniques 

There are three techniques illustrate 1-level techniques, which are W, M, and T: 

- W technique: discrete wavelet transforms employ two types of functions, called wavelet functions and 

scaling functions, which are related to high and low pass filters, respectively [8]. In the first level of 

decomposition, the image is divided into four sub-bands LL1, LH1, HL1, and HH1. The LL sub-band has 

a low-frequency component and can be decomposed into another four sub-bands LL2, LH2, HL2, and HH2 

[8], [20], [21]. In the W technique, after the image is processed, a discrete wavelet transform is applied 

to the processed image as a 1st. level, so it is (W). 

- M technique: multi-wavelet possesses greater than one-scaling function, providing a great degree of 

freedom and the likelihood of superior performance for the image processing applications compared to a 

scalar wavelet. The multi-wavelet and multi-scaling functions will satisfy the dilation matrix [8]. The 

multi-wavelet has two channels, two sets of wavelet coefficients, and two sets of scaling coefficients. 

Since multiple iterations over a low-pass data are wanted, the wavelet coefficients of the two channels 

are stored together, and the scaling coefficients of the two channels are also stored together [8], [22], [23]. 

In the M technique, after the image is processed, a multi-wavelet transform is applied to the processed 

image as a 1st. level, so it is (M). 
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- T technique: tensor product mixed transform is the transfer of the signal or digital image from one domain 

to another spatial domain using multiple-orthogonal filters transform to collect the properties and benefits 

of the converters transform in the same signal or image. The T equation is: 

 
[T]2𝑖×2𝑖 = [W]2𝑗×2𝑗 ⨂ [W]2𝑖−𝑗×2𝑖−𝑗 (1) 

 

where j is from 1 to i -1. Then, the matrix relating tensor product is Kronecker multiplied by these two 

matrices [1], [2], [22], [24]. In T technique, after the image is processed, a tensor product mixed transform 

is applied to the processed image as a 1st. level, so it is (T). In this work, the original image size is 

1024×1024, i.e., 210×210, and tensor product mixed transform is applied to a 2D image, according to (1). 

A tensor product mixed transform can be created using 2D discrete wavelet transform of different sizes 

with discrete wavelet transform.  

 

2.3.2. 2-level techniques 

There are two techniques illustrate 2-level techniques, which are WT and MT: 

- WT technique: in the WT technique, after the image is processed, a discrete wavelet transform is applied 

to the processed image as a 1st. level. Then a tensor product mixed transform is applied to the low-low 

sub-band of the discrete wavelet transform as a 2nd level, so it is (WT).  

- MT technique: in the MT technique, after the image is processed, a multi-wavelet transform is applied to 

the processed image as a 1st. level. Then a tensor product mixed transform is applied to the low-low sub-

band of the multi-wavelet transform as a 2nd level, so it is (MT).  

 

2.3.3. 3-level techniques 

There are four techniques illustrate 3-level techniques, which are WWT, WMT, MWT, and MMT: 

- WWT technique: in WWT technique, a discrete wavelet transform is applied to the processed image as a 

1st. level. Then a discrete wavelet transform is applied to the low-low sub-band of the discrete wavelet 

transform as a 2nd. level. Finally, a tensor product mixed transform is applied to the low-low sub-band of 

the discrete wavelet transform as a 3rd. level, so it is (WWT).  

- WMT technique: in the WMT technique, a discrete wavelet transform is applied to the processed image 

as a 1st. level. Then a multi-wavelet transform is applied to the low-low sub-band of the discrete wavelet 

transform as a 2nd level. Finally, a tensor product mixed transform is applied to the low-low sub-band of 

the multi-wavelet transform as a 3rd. level, so it is (WMT).  

- MWT Technique: in the MWT technique, a multi-wavelet transform is applied to the processed image as 

a 1st. level. Then a discrete wavelet transform is applied to the low-low sub-band of the multi-wavelet 

transform as a 2nd.level. Finally, a tensor product mixed transform is applied to the low-low sub-band of 

the wavelet transform as a 3rd. level, so it is (MWT).  

- MMT technique: a multi-wavelet transform is applied to the processed image as a 1st. level. Then a multi-

wavelet transform is applied to the low-low sub-band of the multi-wavelet transform as a 2nd.level. Finally, 

a tensor product mixed transform is applied to the low-low sub-band of the multi-wavelet transform as a 

3rd. level, so it is (MMT).  

 

2.4.  Image compression metrics computation 

High-visual quality images with high resolution are getting trendier. Digital images need ample storage 

space because of their big-data size, which creates an obstacle in transmission and data storage [3], [25]. Also, it 

needs to keep the quality of a reconstructed image good after its construction, increase the compression ratio [26], 

and minimize the execution time [27]. Therefore, it is suitable to use image compression that represents the 

extensive image data into little data using a suitable coding technique [3], [28]. Image compression is the task by 

which the image is deposited in a compressed form to reduce the size of a stored image to permit better use of the 

storage space due to the limited storage area [26], [29]-[31]. For the low-low sub-band of the final level in each 

technique, compression metrics are computed according to (2) to (5). 

- Compression-ratio (CR): is the ratio between the size before compression and the size after compression 

[32], [18], [1]: 

 

CR =
Size before compression

Size after compression
 (2) 

 

So; according to (1) and the compression ratio of each transform in each level, the sizes of the images of 

the final level in each technique which is; the tensor product mixed transform, are: 
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[T]210×210 = [W]29×29 ⨂ [W]21×21 For T Technique 

[T]210×210 = [W]28×28 ⨂ [W]21×21 For WT Technique 

[T]210×210 = [W]27×27 ⨂ [W]21×21 For MT Technique 

[T]210×210 = [W]26×26 ⨂ [W]21×21 For WMT Technique 

[T]210×210 = [W]26×26 ⨂ [W]21×21 For MWT Technique 

[T]210×210 = [W]27×27 ⨂ [W]21×21 For WWT Technique 

[T]210×210 = [W]25×25 ⨂ [W]21×21 For MMT Technique 

 

- Mean square error (MSE): is the mean square of the pixel difference between two images, and it is given 

by: 

 

MSE =  
1

MN
∑ ∑ (x(i, j) − y(i, j))2N

J=1
M
i=1  (3) 

 

where x(i, j) and y(i, j) represent the original and compressed image. MN is the size of these images [2], 

[18]. The smaller values of MSE refer to the best results. In this work, the compressed image is the low-

low sub-band of the transformed image.  

- Rate-distortion (RD): this is the function of the lowest rate that the input signal that can be encoded while 

keeping a distortion less than or equal to D:  

 

R(D) =
1

2
log10(

σ2

MSE
) (4) 

 

where (σ2 ) is the Variance [18]. 

- Peak signal-to-noise ratio (PSNR): the image quality and similarity between two images can be measured 

by the PSNR metric. A more significant peak signal-to-noise ratio indicated better image quality and 

compression [2], [32]: 

 

PSNR = 10log10(
2552

MSE
) (5) 

 

2.5.  Image quality metrics computation: 

An important assignment is estimating the image quality for an original or a processed image. There 

are practical cases when full-reference metrics can be utilized for this purpose, and this takes place when an 

image is considered a reference image. After processing, one has the processed image that must be compared 

with the reference using specific quality metrics. Such quality metrics are peak signal-to-noise ratio or mean 

square error. Alternatively, visual quality metrics (such as structural similarity) both traditional can be applied 

[12], [33]-[36]. For the low-low sub-band of the final level in each technique, quality metrics are computed 

according to (6) to (9).  

- Average difference (AD): is the pixel difference between two images, and the more significant value of 

AD refers to the poor quality [36]: 

 

AD =  
1

MN
∑ ∑ (x(i, j)N

J=1
M
i=1 − y(i, j)) (6) 

 

- Maximum difference (MD): is the maximum difference between two images and is proportional to the 

contrast giving a dynamic range of the image. The higher value of the maximum difference refers to the 

fact that the image has poor quality [37]: 

 

𝑀𝐷 =  𝑀𝐴𝑋|𝑥(𝑖, 𝑗) − 𝑦(𝑖, 𝑗)| (7) 

 

- Normalized absolute error (NAE): normalizing the absolute pixel difference between two images. The 

NAE value must be meager to get a good image quality [13]: 

 

𝑁𝐴𝐸 =  
∑ ∑ |x(i,j)−y(i,j)|N

j=1
M
i=1

∑ ∑ 𝑥(𝑖,𝑗)N
j=1

M
i=1

 (8) 

 

- Structural content (SC): refers to the closeness of two images. The higher structural content value 

specifies any image's poor quality. For two identical images, the structural content metric is 1(maximum), 

and the length of the hidden data is zero [37]:  
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SC =
∑ ∑ (y(i,j))

2N
j=1

M
I=1

∑ ∑ (x(i,j))
2N

j=1
M
I=1

 (9) 

 

2.6.  Comparison decision  

Each metric has a responsibility to play in a controlling of the image compression and quality 

assessment [37]. After comparing each low-low sub-band of the final level in each technique according to 

image compression and quality metrics, computation using (2) to (8) has been implemented. A comparison 

decision is decided on which technique is the best.  

 

 

3. RESULTS AND EVALUATION  

Image compression algorithms exploit data redundancies; they identify which data need to be kept to 

reconstruct the image [8], [15] and which data to be canceled [8]. This paper uses a set of different formats and 

types of images, and one of them is chosen as a model. Visual results of WWT are assessed for the model 

image shown in Figure 2. Figures 2(a)-(d) show the pre-processing stage results: the original image, gray 

image, image after double precision, and resized image.  

Figures 2(e)-(l) show the construction and reconstruction of each level in the WWT technique: the 

(1st. level) image after wavelet transform, its reconstructed image, and the LL sub-band image, then (2nd. level) 

image after wavelet transform followed by its reconstructed image, LL sub-band image, finally; the (3rd. level) 

image after tensor product mixed transform, and its reconstructed image. It can be noted that the WWT 

technique reconstructed image has high image quality.  

 

 

      
(a) (b) (c) (d) (e) (f) 

 

      
(g) (h) (i) (j) (k) (l) 

 

Figure 2. Model of WWT technique (a) original image, (b) gray image, (c) image after double precision,  

(d) resized image, (e) (1st. level) image after wavelet transform, (f) reconstructed image after wavelet 

transform, (g) LL sub-band image after wavelet transform, (h) (2nd. level) image after wavelet transform,  

(i) reconstructed image after 2nd. level wavelet transform, (j) LL sub-band image after 2nd. level wavelet 

transform, (k) (3rd. level) image after tensor product mixed transform, and (l) reconstructed image after tensor 

product mixed transform 

 

 

Visual results of MMT are assessed for the model image shown in Figure 3. Figures 3(a)-(d) show the 

pre-processing stage results: the original image, gray image, image after double precision, and resized image. 

Figures 3(e)-(l) show the construction and reconstruction of each level in the MMT technique, which are; the 

(1st. level) image after the multi-wavelet transform, its reconstructed image, and the LL sub-band image, then 

(2nd. level) image after the multi-wavelet transform followed by its reconstructed image, LL sub-band image, 

finally; (3rd. level) image after tensor product mixed transform, and its reconstructed image.  

In the 1st. level, the reconstructed image has a size of 1024×1024, and the reconstructed image in the 

second level has a size of 256×256. Finally, the reconstructed image in the third level has a size of 64×64, and 

the LL sub-band image after the multi-wavelet transform has the same size. Figures 3(j) and (l) show the LL 

sub-band image after 2nd. multi-wavelet transform and the reconstructed image after tensor product mixed 

transform have an occurrence of some noise on these images. Indeed, the images do not have any noise, but 

that is because of the significantly different sizes between the reconstructed images in the three levels. i.e., 
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when we collect them in a subplot, the image with the size 64×64 will be changed to the size 1024×1024 so as 

the image with the size 256×256, when the image is enlarged by a factor of 256, where (1024×1024/(64×64)= 

256), the image will get some quality degradation. So, it can be noted that the MMT technique reconstructed 

image has efficient image compression and image quality.  

 

 

      
(a) (b) (c) (d) (e) (f) 

 

      
(g) (h) (i) (j) (k) (l) 

 

Figure 2. Model of MMT (a) original image, (b) gray image, (c) image after double precision, (d) resized 

image, (e) (1st. Level) image after multi-wavelet transform, (f) reconstructed image after multi-wavelet 

transform, (g) LL sub-band image after multi-wavelet transform, (h) (2nd. level) image after multi-wavelet 

transform, (i) reconstructed image after 2nd. level multi-wavelet transform, (j) LL sub-band image after 2nd. 

level multi-wavelet transform, (k) (3rd. level) image after tensor product mixed transform, and  

(l) reconstructed image after tensor product mixed transform 

 

 

Image quality is utilized to evaluate the achievement of the processed image [13]. The results are the 

average values of a set of many images used in the compression and quality metrics computation. Tables 1 and 

2 show the 3-level compression and quality metrics computation values of WWT and MMT techniques. From 

the results shown in a 1st. level technique comparative, M is the best technique because it has higher values of 

CR=16 and PSNR=54.6225. Also, it has the lowest values of MSE =0.2398, MD=1.0033, NAE=0.967, and 

SC=0.0305 than the W technique. Similarly, the PSNR is the most extensively used metric for the computation 

of reconstruction quality. A higher value of the PSNR specifies the reconstruction of the higher quality. Also, 

on the 2nd. and 3rd. levels comparative, the MMT is the best technique according to the compression and quality 

metrics values compared to the WWT technique.  

 

 

Table 1. Compression and quality metrics computation values of WWT technique 
WWT CR MSE R(D) PSNR AD MD NAE SC 

1st. level (W) 4 0.4687 4.4571 53.531 0.2195 1.0033 1.0869 0.9996 
2nd. level (W) 16 0.3082 3.41 53.538 0.1097 1.9947 0.8736 0.9983 

3rd. level (T) 64 0.4944 4.8643 51.46 0.1091 60.984 1.0276 0.9766 

 

 

Table 2. Compression and quality metrics computation values of MMT technique 
MMT CR MSE R(D) PSNR AD MD NAE SC 

1st. level (M) 16 0.2398 8.98 54.6225 0.3724 1.0033 0.967 0.0305 

2nd. level (M) 256 0.0072 1.24 69.7802 0.0183 0.466 0.9665 0.02994 

3rd. level (T) 1024 0.0003 4.154 81.9085 0.0007 2.0085 1.0482 0.9424 

 

 

Table 3 presents the hybrid technique's compression, quality metrics and computation time (T): 

 

T =
2

3
(1 − 4−L)N2 (10) 

 

where L is the level’s number, and N2 is the image’s size [18]. As shown from the results in a one-level 

comparison, the M technique is the best because it has higher values of CR=16 and PSNR=54.6225. Also, it 
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has the lowest values of MD, NAE, SC, and T. In the 2-level and 3-level techniques comparison, the MT and 

MMT techniques have efficient compression and quality metrics values among the other techniques. 

 

 

Table 3. Compression and quality metrics computation with T of the hybrid technique 

Technique/av. CR MSE R(D) PSNR AD MD NAE SC T/sec. 

W 4 0.4687 4.46 53.5303 0.2195 1.0033 1.0869 0.9996 0.1720 

M 16 0.2398 8.978 54.6225 0.4199 1.0033 0.967 0.0305 0.0430 
T 4 0.4997 28.48 51.4114 0.4384 59.6296 1.0139 0.9971 0.1720 

WT 16 0.4979 13.769 52.2335 0.2188 60.0784 1.0200 0.9930  0.0430 

MT 64 0.015 6.373 66.6034 0.019 10.6466 1.0277 0.9862 0.0108 
WWT 64 0.4944 4.8643 51.46 0.1091 60.984 1.0276 0.9766 0.0108 

WMT 256 0.0148 4.1755 66.6636 0.0094 10.9557 1.0368 0.9761  0.0027 

MWT 256 0.0149 4.2266 66.6611 0.0094 10.9734 1.037 0.9761 0.0027 
MMT 1024 0.0003 4.154 81.9085 0.0007 2.0085 1.0482 0.9424 6.7e-04 

 

 

So, the M, MT, and MMT techniques have more significance in image compression and quality 

assessment applications because they have high performance and greater accuracy. Table 4 shows many 

distinct differences between a 2- level WW and MM in the previous work in [8] and the proposed techniques 

in a 2- level WW and MM in WWT and MMT techniques, respectively. In a WW, the CR prop.=16, the same 

as CR [8] but PSNR prop.=53.538, which is nearly twice the PSNR [8]. In the MM technique, the CR prop. is 

16 times the CR [8] and the PSNR prop. is more significant than triple times the PSNR [8]. 

 

 

Table 4. CR and PSNR of a 2-level comparison 

2-level comparison  CR prop. PSNR prop. CR [8] PSNR [8] 

WW  16 53.538 16 27.6408 

MM  256 69.7802 16 28.1228 

 

 

Table 5 shows a 3-level comparison between the proposed techniques and those used in 2017 [18] 

according to CR, R(D) and T. Although the proposed scheme WWT faces significant challenges, it successfully 

reduces the R(D) from 11.6792 in WWW [18] to 4.8643, with CR=64 still the same in the two techniques. The 

computation time (T) in WWW [18] is less than in WWT. Also, WWT reduces R(D) from 7.3689 in WWM 

[18] to 4.8643, but CR [18] reduced by a factor of 16, and T increased from 0.0025 to 0.0107. Finally, as 

compared, the WWT and MMT have values of R(D) less than values in WMW [18] and MMW [18] with the 

same CR=256 and 1024, respectively. While T is the same in MMW [18] and MMT, WMW [18] is faster than 

WMT by 0.1msec. The Letter S in WWS, MMS, and WMS refer to the stationary wavelet transform. The 

techniques WWT [18], MMT [18], and WMT [18] have the values of CR, R(D), and T better than that in the 

(WWS) [18], MMS [18], and WMS [18]. It is concluded that the results of the 2-level and 3-level proposed 

techniques have reliable quality.  

 

 

Table 5. CR, R(D) and T of a 3-level comparison 

3-level comparison  CR  R(D) T/sec. 

WWT  64 4.8643 0.0107 

MMT  1024 4.154 0.0006 
WMT 

 WWW [18] 

 256 

64 

4.1755 

11.6792 

0.0026 

0.0102 

 WMW [18]  256 7.3927 0.0025 
 WWM [18] 

 MMW [18] 

 256 

1024 

7.3689 

4.5744 

0.0025 

0.0006 

 WWS [18] 
 MMS [18] 

 16 
256 

18.9526 
7.7415 

0.041 
 0.0025 

 WMS [18]  64 12.2132  0.0102 

 

 

4. CONCLUSION  

This paper evaluates the implementation of the hybrid techniques-based tensor product mixed 

transform. Compression and quality metrics computation are utilized for evaluating the hybrid techniques. The 

main contribution is to improve the hybrid techniques. The hybrid techniques consist of W, M, T, WT, MT, 

WWT, WMT, MWT, and MMT techniques. Compression and quality metrics are computed for the final levels, 
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and a comparison between techniques is implemented according to these metrics. The simulation results 

indicated that the M, MT, and MMT techniques have efficient compression and quality metrics. The MMT is 

the best among these three techniques, with CR=1024, R(D)=4.154, and PSNR=81.9085. Also, it is faster than 

the other techniques in the previous works as compared with them. It can compress the image efficiently with 

high quality. Compared to the other methods, the improved compression and quality metrics justify the 

development and improvement in quantitative simulation results. There are no shortcomings in the proposed 

method. The conclusion of this study suggests that the research in this field could be directed to use a color or 

fingerprint image with the hybrid technique. Also, one can use a hybrid technique for image and speech 

recognition. 
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