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 One of the most widely used human behavior detection methods is anomaly 

detection, which this article covers. Ensuring a person's safety is a crucial task 

in every community today due to the ever-increasing actions that can be 

dangerous, from planned crime to harm from an accident. Classic closed-

circuit television is insufficient since a person must always be awake and 

available to monitor the cameras, which is costly. Also, someone's attention 

tends to decrease after a certain period of time. Due to these reasons, a 

surveillance system that is automated and able to detect unusual activities in 

real-time and give sufferers prompt aid is necessary. It should be noted that 

the identification process must be completed swiftly and correctly. In this 

paper, we employ a model based on mixes the machine learning (ML) model, 

namely genetic algorithms with deep learning (DL). In this study's 

experimentation, the UCF-Crime dataset was employed. The detection 

accuracy on the testing sample dataset was equal to 89.90%, while the area 

under the curve (AUC) was equal to 94.58%. The developed models have 

demonstrated reliability and the ability to achieve the greatest accuracy when 

compared to models that have already been designed. 
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1. INTRODUCTION  

Malls, roads, smart cities, hospitals, markets, banks, and educational institutions are just a few 

examples of places where video surveillance systems (VSS) are used to improve public security [1]. Typically, 

the effectiveness and quickness of video anomaly detection are the major goals of security systems [2]. Several 

security cameras have recently been installed in various locations across the world for public security [3]. 

Continually, these cameras generate huge volumes of video data [3]. Many human resources are needed for 

anomalous case detection and real-time video analysis. Moreover, mistakes could happen as a result of people 

losing focus over time [1]. Human surveillance of abnormalities is ineffective for all the aforementioned 

reasons, necessitating the use of autonomous anomaly detection approaches based on artificial intelligence (AI) 

techniques [4]. 

In the literature, many ways have been used to explain anomalous behavior, such as "the occurrence 

of variance in regular patterns" [3]. Traffic security, automated intelligent visual monitoring, and crime 

prevention are some uses for abnormal action recognition in security cameras [5]. Video anomaly detection 

was traditionally believed to be a one-class classification assignment due to the absence of real irregular events 

[6]-[8] i.e., The classifier is trained on regular videos, and a video is labeled as an abnormality when strange 
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patterns are present in the test data [5]. Hence, numerous regular actions could deviate from regular happenings, 

resulting in false alarms [1], [9]. Many studies have been conducted on this issue, and each of these methods 

was applied in a specific situation. Sultani et al. [10] suggest a framework that can detect unusual attitudes and 

inform the user about the kind of behavior. Another study by Shreyas et al. [11] advises reducing the file size 

of each video before sending it to the system for detecting behavior. Anala et al. [12], Hao et al. [13], and 

Dubey et al. [14] address the detection of anomaly events as a regression problem. Another research presented 

a lightweight convolutional neural network (CNN) by Ullah et al. [5]. Ullah et al. [3] presented an anomaly 

detection system depend on merging the ResNet50 with multilayer bidirectional long short term memory 

(BiLSTM). A weakly supervised anomaly detection model based on video-level labels to train the model was 

presented by Zaheer et al. [15]. Another technique that used a weakly supervised learning model to handle 

anomalous detection and classification was offered by Majhi et al. [16]. Wu et al. [17] offered a dual-branch 

network utilizing the concepts of multi-detail (spatial and temporal) as the input. Cao et al. [18] proposed 

taking into account the spatial-temporal relationships between video parts to detect anomalies in the video. 

Abbas and Al-Ani [19] suggest compressing each video using high-efficiency video coding (H265) before 

feeding them into anomaly detection systems. An algorithm for decreasing the features maps size has been 

suggested by Abbas and Al-Ani [19]. Abbas and Al-Ani [20] suggest using principal component analysis for 

reducing the dimensionality of the data features. 

Although the term "anomaly" is commonly used in literature, there isn't yet agreement on what it 

means [9]. Most existing techniques produce a lot of false alarms. However, even if these techniques perform 

well with small datasets, their effectiveness in real-world applications is limited. To overcome these problems, 

we suggested decreasing the features maps dimension using the features selection model namely genetic 

algorithm (GA) [21], [22], to improve the model performance and reduce the complexity of the model. Then 

feed our classifier model, which is a BiLSTM by the new features. We used a weakly supervised technique 

depending on spatio-temporal features and BiLSTM to train our classifier model. The BiLSTMs have 

demonstrated that they're very useful in situations when the context of the input is required [23].  

 

 

2. METHOD 

For the suggested model in this research, three stages were used: feature extraction using Resnet50, 

feature selection using GA, and BiLSTM for anomaly detection. The major goal of this research is to evaluate 

hybrid machine learning (ML) and deep learning (DL) algorithm on the UCF-Crime dataset for the first time. 

Figure 1 illustrates the proposed framework. 

 

 

 
 

Figure 1. The suggested framework 

 

 

2.1.  Input database UCF-Crime 

UCF-Crime is one of the most recent datasets used in the anomaly detection field used in this research 

[24], [25]. This dataset contains 13 diverse categories of an anomaly such as abuse, accidents, and fights, in 

addition to the normal category. In total it includes 1,900 videos divided into 800 normal videos and 810 

anomaly videos for the training, whereas the testing had 150 normal videos and 140 anomaly videos [10], [26]. 

This collection includes over 129 hours of films at a resolution of 320x240 and 13 million frames [10], [24], 

[26]. We selected this dataset because of its vast variety of abnormal event categories and the important impact 

that its abnormalities have on community security [2], [24]. For this research experimentation, we selected 

videos with lengths less than or equal to two minutes. As a result of this condition, 1,324 videos were used in 

this research experimentation divided as: 1,116 videos for the training stage (in a ratio of 90:10 for training, 

and validation respectively) and 208 videos for the testing stage. 
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2.2.  Machine learning (ML) and deep learning (DL) 

Unstructured data was successfully processed by a DL, which is a subset of the ML. DL gradually 

recognizes and comprehends the information's various facets. It got more widespread as data availability 

expanded and powerful computers were created. The input is separated into layers by the DL method, and each 

level can extract features and transmit them to the layer above. The first layers collect the fundamental data, which 

is coupled with the explanations offered by the next layers. The effectiveness of DL classifiers greatly improves 

as the amount of information rises when compared to standard learning models. Several designs, such as recurrent 

neural networks (RNN), pre-trained networks, CNN, and others, may be utilized for DL [1], [2], [27].  

Image processing typically makes use of CNN. CNN needs less setup than other categorization 

techniques. When it uses the appropriate filters to discover spatial and temporal relationships from an image. 

Several CNN kinds are ZFNet, VGGNet, GoogleNet, LeNet, AlexNet, and ResNet [2], [27]. RNN is better at 

understanding sequence information than CNN, despite the latter's strong understanding of spatial information. 

This is because RNN employs state variables to store historical information and combine it with present input 

to forecast present outcomes [2], [28]. RNNs can estimate time series because they memorize previous inputs. 

One illustration of an RNN is the LSTM [2], [27].  

 

2.2.1. Features extraction 

The 50-layer deep convolutional neural network ResNet50, which contains 23.5 million learnable 

parameters and returns 1,000 features for each frame, was used in this research to extract features [2], [3]. 

ResNet50 requires input with a resolution of 224 by 224 pixels. As a result, to match the input dimensions, the 

longest edges of a video were scaled and cut utilizing a center crop in this research. 

 

2.2.2. Features selection-genetic algorithms (GA) 

GA are reliable, adaptable heuristics that can be used to solve issues in any domain with small context-

based adjustments. In this research, we suggest reducing the number of features using GA algorithms. Apart 

from its simplicity and ability to optimize, GA is used for this reason. Figure 2 illustrates the GA steps [29]. 

The model parameters are as follows: the maximum number of generations was equal to 20, the crossover rate 

and the mutation rates were 0.8 and 0.3, respectively, and the number of chromosomes was equal to 10 [30]. 

 

 

 
 

Figure 2. Genetic algorithm steps 

 

 

2.2.3. Classifier 

In this research, the BiLSTM model was utilized as a classifier model to detect anomalies in events, 

because it looks suitable for long sequential information such as videos [2]. Unlike the previous works that used 

the features extracted from the features' extraction stage. In this research, we utilized the features got from the 

features' selection stage as input to the classifier model to detect the anomaly events in the video. The confusion 

matrix, area under curve (AUC), and the detection accuracy were used as performance metrics in this research. 

 

 

3. RESULTS AND DISCUSSION  

The computer codes used in this research were implemented using the MATLAB software 

environment (version 2021a). The computer used for the job had the following specifications: NVIDIA 

GeForce MX450 graphics processing unit, Windows 10, 64-bit operating system, Intel Core i7 processor, 16 

GB of RAM, and 1 TB SSD hard drive. Each stage's outcomes were as shown in: 
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3.1.  Input dataset UCF-Crime 

The UCF-Crime dataset was used in the experiments for this research. The 13 anomalous classes were 

used along with the regular class. As the anomalous classification in this task was performed at the video level 

and the duration of the video had no significant effect on how well the outlier detection operated, we only 

chose videos that were no longer than or equal to two minutes. We have 1,324 videos in total, which were split 

into the following categories based on this stipulation: 208 videos were used for testing, whereas 1,116 videos 

were used for training (90% for training, 10% for validation). 
 

3.2.  Machine learning (ML) and deep learning (DL) 

3.2.1. Features extraction 

In this research, a pre-trained ResNet50 model was employed for extracting the features. Rather than 

employing the SoftMax layer, the features were taken from the fc1,000 layer. This means that every frame in 

the movie will, after this phase, be captured by 1000 aspects, meaning that for a movie with (x) frames, the 

number of features will be (1,000 * x), and this is referred to as huge data. To save time for training while 

simultaneously improving classification accuracy, we suggest in this research passing the retrieved features to 

the GA model before classifying them for the first time for the UCF-Crime dataset. 
 

3.2.2. Features selection-genetic algorithms (GA) 

In this step, GA is employed to compute the new features map, which is input into the binary classifier 

rather than the retrieved features from ResNet50. Figures 3 and 4 illustrate the variation in the number of 

feature vectors between the dataset before and after applying GA for both the training and testing dataset. The 

red curve indicates the number of feature vectors for the video before applying GA, while the blue curve 

indicates the number of feature vectors after applying GA. 
 

 

 
 

Figure 3. Video’s features vectors number without and with genetic algorithm for training data 
 

 

 
 

Figure 4. Video’s features vectors number without and with genetic algorithm for testing data 
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3.2.3. Classifier 

A decision classifier application is required when all of the features are complete. This research 

utilized the BiLSTM method as a classifier. The Adam optimizer was employed in this study's training, with 

the mini-batch size equal to 8, the initial learning rate equal to 1e-4, the maximum number of epochs equal to 

60, and 80 hidden layer nodes with the L2Regularization set to 0.5, and dropout set to 0.7 to reduce the model 

overfitting. The model's variables were chosen by trial and error. The effectiveness of the suggested model was 

assessed using the receiver operating characteristics (ROC) and the AUC following the earlier study. Also, we 

evaluated the classifier model's accuracy using the (1) [31]. 

 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑠𝑦𝑚𝑏𝑜𝑙𝑠

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑦𝑚𝑏𝑜𝑙𝑠
 x 100% (1) 

 

The experiments show the efficacy of the suggested model, which more accurately recognizes unusual 

behavior than current works. The ROC curve of the presented design is depicted in Figure 5, where the blue 

curve indicates ROC with GA with AUC score equal to 94.58% while the red curve indicates ROC without 

GA with AUC score equal to 92.47%. Also, the time taken to train the model on features subject to GA 

approximately was equal to half the time for training on features not subject to GA. 

 

 

 
 

Figure 5. The ROC Curve of the model without and with GA 

 

 

The confusion matrix of the classifier model can be shown in Figure 6 for both cases without and with 

GA. Where the false positive (FP) which means normal classified as an anomaly was equal to 10, false negative 

(FN) which means an anomaly classified as normal was equal to 11, true positive (TP) which means an anomaly 

classified as anomaly was equal to 82 and true negative (TN) which means normal classified as normal was 

equal to 105. The accuracy of the model has been calculated, and it is found that it was equal to 83.17% without 

GA, while with GA it was equal to 89.90% 

 

 

  
Detection accuracy = 83.17% Detection accuracy = 89.90%. 

 

Figure 6. The classifier model confusion matrix without and with GA 
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After describing the suggested model details, it is necessary to compare the suggested model with the 

earlier research. The AUC scores have been compared with the previous works in Table 1, and it is obvious 

that the suggested model earned the highest AUC of 94. 58%. 

 

 

Table 1. AUC score comparison between the proposed work and the previous works 
Method AUC % 

Waqas and colleagues, 2019 [10] 75.41 
Anala and colleagues, 2019 [12] 85 

Shreyas and colleagues, 2020 [11] 79.8 
Hao and colleagues, 2020 [13] 81.22 

Dubey and colleagues, 2021 [14] 81.91 
Ullah and colleagues, 2021 [5] 78.43 
Ullah and colleagues, 2021 [3] 85.53 

Zaheer and colleagues, 2021 [15] 78.27 
Majhi and colleagues, 2021 [16] 82.12 

Wu and colleagues, 2021[17] 87.65 
Cao and colleagues, 2022 [18] 83.14 

Abbas and Al-Ani [2] 90.16 
Abbas and Al-Ani [19] 93.61 
Abbas and Al-Ani [20] 94.21 

Our adaptive algorithm 94.58 

 

 

6. CONCLUSION 

The suggested system for anomaly detection is based on merging ML with DL in which the Resnet50 

was used for extracting the features map for each video then GA was used for the first time in such work to 

remove particular features to generate the new feature map which will feed the BiLSTM for anomaly detection. 

The proposed model has been shown to have greater accuracy when compared to earlier works. The 

experimental results demonstrated that the AUC value of the UCF-Crime dataset improved by up to 94.58%. 

A measurement of the classifier's detection accuracy revealed that it was 89.90% accurate. And this 

demonstrates the importance of our suggestion to increase abnormal event detection accuracy by minimizing 

the number of false alarms for both negative and positive. To improve the indicator of the accuracy of the 

proposed model, future works will test other dimensionality reduction methods, feature selection methods, and 

feature extraction methods. 
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