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 Recently, computer vision technology has become essential for the automatic, 

accurate, and fast classification of fruits. Actually, there are many challenges 

in separating the types of fruits that are somewhat similar, such as apples, 

pears, and peaches. However, the challenges become more difficult if the 

separation is on different varieties of the same fruit. While the difficulty 

doubles if the classification takes place with a large number of different 

varieties of the same fruit. Most of the literature which is presented in this 

regard, and which is relied on the use of machine learning techniques lacked 

the following: first; the focus was on certain technologies such as k-nearest 

neighbor (KNN), support vector machine (SVM) without looking at many 

other machine learning techniques. Second; the literature was concerned only 

with measuring the accuracy of the techniques that are used, without looking 

at the relationship between the accuracy and processing speed (computation 

times). This manuscript aims to study and analyze the results of measuring 

accuracy and computation times for ten machine-learning techniques in order 

to identify and classify thirteen types of apples. After studying and analyzing 

the results, many observations were made, which will be referred to in the 

results section. 
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1. INTRODUCTION 

To assure the production, goodness, thoroughness, competitively, and cost reduction of apple 

fruitiness products, an automatic classification of apple fruits [1]–[5] has become essential for companies 

selling, manufacturing and exporting apples. Actually, the automatic classification of a large number of 

different types of apples with the best quality and at the highest speed is not easy at all. Many methods were 

developed to classify apple fruitiness depending on the shape, color, texture, and appearance features [6]–[9]. 

An automatic classification always works depending on the application of computer vision techniques [10]–

[12]. Machine learning techniques [13]–[16] are a part of computer vision techniques. To the fact that the great 

overlap between the different types of apples, in colors, shapes, sizes, and textures, increases the difficulty of 

classification for these types. This makes traditional classification techniques unsuitable for executing 

processors with such difficulty and for this amount of data, and at high speeds. Therefore, machine learning 

technologies have become one of the most powerful solutions for this type of process. In my opinion, important 
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aspects were missing from much of the literature that dealt with the use of machine learning techniques to 

classify the different types of fruits and vegetables. These aspects include the following: i) Much of this 

literature has focused on the use and development of support vector machine (SVM) [17], and k-nearest 

neighbor (KNN) [17] technologies, without concern for the use or the development of other machine learning 

techniques such as LR, LDA, CART, NB, AB, GBM, RF, and ET [18]. ii) Second; the literature was concerned 

only with measuring the accuracy of the techniques that are used, without looking at the relationship between 

the accuracy and processing speed (computation times). In the following, a review of samples of the literature 

contains what has been referred to. In the research paper entitled “Classification of Some Fruits Using Image 

Processing and Machine Learning”, which is authored by Koç and Vatandaş [19], the author presented the 

results of classification accuracy for five techniques KNN, decision tree (DT), Naive Bayes classification and 

multilayer perceptron neural network (MLP) [19] algorithms were used in order to classify 300 types of fruits. 

Although the author tested five techniques and this is good, but, he did not mention anything about the results 

of the processing speed of these techniques, which is necessary to refer to as long as it is related to techniques 

used in computer vision applications. In the research paper entitled “Machine Learning for Apple Fruit Diseases 

Classification System”, which is for the author El-aziz et al. [20]. It is noted that the author focused on a 

comparison review between the results of the classification accuracy for two machine learning techniques, 

namely SVM and KNN, before and after modification, in order to separate four types of apple diseases. So, the 

focus of this paper is on presenting classification accuracy results for only two machine learning techniques 

(SVM, and KNN), in addition to not referring to processing speed results for these techniques. 

Also, the research paper, which is entitled different apple varieties classification using KNN and MLP 

algorithms, which is by the Sabancı [21], the research also dealt with a comparison between the results of the 

classification accuracy for only two machine learning techniques, namely KNN and MLP, in order to separate 

three types of apples without looking at the results of processing speed as well. So, it is noted from the above 

that much of the literature depends on the use and development, testing the classification accuracy of these 

techniques on a limited number of varieties, in addition to not looking at the results of the processing speed of 

these techniques. Therefore, this manuscript aims to study and analyze the results of measuring accuracy and 

processing speed for ten machine learning techniques (LR, LDA, CART, NB, KNN, SVM, AB, GBM, RF, and 

ET) in order to identify and classify thirteen types of apples. In order to ensure the accuracy of the results 

obtained, the ten techniques were tested on a collection of 6,404 images. In order to ensure the accuracy of the 

results obtained, the ten techniques were tested on a collection of 6,404 images. After studying and analyzing 

the results of testing the ten techniques on this quantity of apples, the following was noted: first; It is not only 

techniques: SVM: 97%, and KNN: 96% that achieve high accuracy, but there are other techniques that achieve 

high accuracy as well, such as ET: 96%, RF: 95%, GBM: 95%, LR: 94%. Second; SVM and KNN technologies 

are not the fastest in processing (53.62 s, 63.86 s), but there are other technologies such as ET, and RF that 

offer the same accuracy as SVM and KNN, but with a much faster processing speed (3.65 s, 10.94 s) up to 20 

times the speed of SVM, and KNN. Third; NB technology is the fastest ever, as it achieved an efficiency of 

84% in a time of 2.14 s. While the slowest technology at all is gradient boosting machine (GBM), which 

achieved an efficiency of 95% in a time of 6066.14 s. Forth; The highest accuracy which is achieved with the 

lowest time is for the ET algorithm (96% at 3.65 s) also the RF algorithm achieved a good accuracy and a good 

time (95% and 10.94 s). While the AB algorithm achieved a very low accuracy of 34% in time 112.47 s.  

There are many other important notes on the results that will be presented in the section explaining 

the results. This paper is constructed as: in the second section, an overview of the machine learning algorithm, 

results, and discussion are demonstrated in section three. In the last section, the conclusion and future lines are 

presented. 

 

 

2. METHOD 

Our concern in this work is related to the evaluation of the performance quality and processing speed 

of the ten most important machine learning techniques, in order to classify different types of apples. Important 

things that were required to be known in this research, for example: i) What are the most appropriate techniques 

among the ten techniques for grading apples? ii) What are the technologies that have the lowest performance 

quality among the ten technologies that are affected greatly, the greater the variety of apples to be classified? 

iii) What are the technologies that perform with the best efficiency and the fastest processing speed? iv) What 

are the slowest technologies ever? And v) A lot of things like that. So, the calculation methods and a brief 

discussion of the ten machine learning algorithms, which were used in the three different types of apple fruit 

classification tasks, will be introduced in this section. 
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2.1.  Decision tree 

Classification and regression tree (CART) [22] is constructed on the decision tree approach by 

combination regression and classification trees. It split the data recursively then fits a prediction model for 

every partition. CART algorithm has advantages: it is nonparametric, flexible, can adjust in time, no 

assumptions, and computationally fast. Giniplitting rule approach is used with a classification tree for splitting 

data into right and left smaller parts. Then it searches among learning sample data to find the best class and 

insulate it from the remnant. Gini splitting math is in (1), where: 

− The parent node tparent is split into Pleft and Pright, nleft and nright are child node of Pleft and Pright. 

− P(c|n) refers to the conditioned probability for class C that belongs to node n. 

− Y refers to a variable matrix with Z number of variables ys. 

− Yr
s refers to the best value for splitting variable Ys. 

− Crefers to an index of the class. 

 

𝑎𝑟𝑔(𝑚𝑎𝑥)Ys <= Yrs, 𝑠 = 1, … . , 𝑍  [− ∑ 𝑝𝑐
𝑐=1

2(c|np)+pl∑ 𝑝𝑐
𝑐=1

2(c|nl)+pr∑ 𝑝𝑐
𝑐=1

2(c|nr). (1) 

 

2.2.  Linear discriminant analysis 

A probability method used to dimensionality reduction also data classification [23]. The linear 

discriminant function of the ℓ th group in the (2), where: 

− X is the value that will classify 

− Symbol µ (multidimensional mean vector) is a parameter 

− C refers to no. of classes 

− Pr refers to prior probability 
 

х`Σ-1µℓ − 0.5µ′ℓ Σ-1 µℓ + log(𝑃r[𝑌 = 𝐶ℓ]). (2) 

 

2.3.  Ada Boost 

Boosting is a machine learning technique that gathers several close weak and inexact rules for creating 

a highly perfect prediction rule [24]. The primary concept of boosting means that insert new models into the 

ensemble sequent [24]. Ada Boost (AB) is an ensemble boosting algorithm. Boosting is based on combine 

several minimal performing classifiers in an interacting way to produce a preferable performing classifier. The 

concept of ada-boost is to set the weights of classifiers and the training data sample in each repetition such that 

it assures valid predictions of uncommon instances [24]. The formula of Ada Boost function shown (3) [24]. 

 

𝐹(𝑥) = ∑ 𝛼𝑖
𝑖=1 ihi(𝑥) (3) 

 

where: 

− hi weak hypotheses 

− αi the weight 

− i the number of round 

− x is the data 

 

2.4.  Gradient boosting machine 

The notion of GBM [25] is constructing the new base-learners to be utmost correlated with the passive 

gradient of the loss function and associated with the all ensemble. Specify both the loss function Ψ (y_predict, 

function) and the base-learner l (z, θ) models on demand. Mathematical equation of GBM is shown as: 
 

(ρt, θt) = arg minρ, θ ∑ [𝑁
𝑖=1 −gt(wi) + ρh (wi, θ)]2  (4) 

 

where: 

− ρ is the estimate function 

− gt(wi) negative gradient 

− h (wi, θ) custom base-learner 

− wi refers to the input variable 

− θ is a parameter 
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2.5.  Support vector machine 

SVM is an universal learning machine parameterized by set weights and support vectors to make the 

decision, also characterized by a kernel function [26], [27]. The maximum margin classifier produces a D(x), 

that is maximize the stop between the border and the data [26], [27]. The mathematical constructs of SVM: 
 

𝐷(𝑢) = β₀ + ∑ β
𝑝
𝑗=1 juj = β0 + ∑ У𝑛

𝑖=1 i𝑎ix'
iu (5) 

 

where: 

− D(u) a decision function for new sample u 

− β is a parameter 

− αi the parameter estimates 

− x and y are the data 
 

2.6.  Random forest  

The random forest is an ensemble algorithm that utilizes rankers based on bagging and specimen 

features [28]. Bagging refers to the proceeding of collecting various decision trees then calculating the average 

of them. General basic steps of random forest algorithm are shown in the following: 

− Step 1: First, the algorithm starts by selecting the random samples from the selected dataset. 

− Step 2: Next, for every sample, a decision tree will be constructed in this algorithm. Then, results of 

prediction from every decision tree will be extracted. 

− Step 3: For every predicted result a voting will be accomplished, at this step. 

− Step 4: At the end, selecting the most supported prediction outcome as the last prediction outcome. 
 

2.7.  Naive Bayes 

As a simple learning method that used the Bayes rule. It is used information in-sample data to 

calculating the posterior probability P (y | x) [29]. It can use for binary (two-class) and multi-class classification. 

The Naive Bayes model simplifies the probabilities of the predictor values by assuming that all of the predictors 

are independent of the others [29]. The probability densities for every predictor are in the following 

mathematical in (6). 
 

Pr[X|Y = Cℓ] = Πp
j=i Pr[Xj|Y = Cℓ] (6) 

 

where: 

− Pr refers to the prior probability for the outcome 

− C refers to no. of classes 

− X is an input data 

− Y refers to an output class 
 

2.8.  Extra trees  

Extra trees (ET) used the classical top-down procedure to build an ensemble of decision trees. It splits 

nodes by choosing cut-points fully at random and uses the whole learning sample to grow the trees [30]. The 

basic steps of ET algorithm are shown in the following steps: 

− Step 1: Bring in the requested libraries 

− Step 2: Reading and spring-cleaning the dataset 

− Step 3: Structuring the extra trees forest and calculating the importance discrete feature 

− Step 4: Imagining and matching the results 

 

2.9.  K-neighbors  

KNN used the K-closest to learn from the training part samples for predicting the class of a new 

sample. The K-closest learned from samples via the distance metric like Demidova [31]. Minkowski distance 

is a generalization of Euclidean distance and is defined in (7). 
 

Minkowski distance =  (∑ |𝑧𝑎𝑗 − 𝑧𝑏𝑗|𝑞𝑝

𝑗=𝑖
)

1

𝑞
     (7) 

 

Where: za and zb refer to as two samples. 
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2.10.  Logistic regression  

LR [32] is a mathematical modeling approach that can be used to describe the relationship of several 

Xs to a dichotomous dependent variable, such as D the logistic model is popular because the logistic function, 

on which the model is working based on the following steps: 

− Step 1: Pre-processing of the dataset is done 

− Step 2: Appropriate logistic regression to the training process is done 

− Step 3: Expecting of the test results is done at this step 

− Step 4: Testing the accuracy of the obtained results is accomplished is realized at this step 

− Step 5: at the end, visualizing of the results of the tested dataset is implemented 

Calculation of the LR algorithm is presented in (8), (9) as the following: 

 

log (
𝑝

1−𝑝
) = β₀+ β₁x₁+…+ βpxp (8) 

 

p =
1

1+exp [−(β₀+β₁x₁+⋯+βpXp)]
 (9) 

 

where: P is the number of predictors. Symbol β refer to the parameter. 

 

 

3. RESULTS AND DISCUSSION 

The dataset which is used in this work is called Fruits-360. It is found in the reference [33]. A 

collection of 6,404 images for 13 apple fruits classes were used in the classification train process and 2134 for 

the test. A software implementation of three classifications of different types of Apple fruits (by applying ten 

algorithms of machine learning algorithms) was implemented. The first type is to classify between four types 

of apple fruits, the second type is to classify between nine types, and the last type is to classify thirteen types 

of apple fruits. In the first one, collections of 1918 images for four apple fruits classes were used in the 

classification train process. In the second one, Collections of 4,486 images for nine apple fruits classes were 

used in the training process, and 1,492 images for the test. In the last one, a collection of 6,404 images for 13 

apple fruits classes were used in the classification train process and 2,134 for the test. 

Our concern in this research paper is concentrated on monitoring the rapid and accurate one of the ten 

different techniques of machine learning technologies (LR, LDA, CART, NB, KNN, SVM, AB, GBM, RF, 

and ET) for classifying thirteen various types of apple fruitiness. Samples of the results have shown in Tables 

1, 2, and 3. After many classification processes with different cases of apple collections, the obtained results 

indicate the following: The SVM technology achieved 97% (average quality of performance over the three 

types of classifications which are made on apples) in 53.63s; KNN achieved 96% in 63.86s, while ET achieved 

96% in only 3.55 second (ET computation times less than the computation times of KNN and SVM by 20 

times). The RF technology achieved 95% in 10.94 seconds (good accuracy at low computation time). It is also 

noted that the technology GBM achieved 95% in 6066.14 seconds (good accuracy but a very long time for 

computations). It is also noted that the technology AB achieved 34% Accuracy in 112.47 seconds (very bad 

accuracy and so bad computation times). 

Another side can be observed from the obtained results, which is, for the first type of classification 

(four types of apple fruits), eight algorithms (from the ten ML algorithms) achieved an accuracy of more than 

97 %. (KNN, SVM, ET, RF, CART, LDA, and LR), while AB achieved the lowest accuracy 58%. In the second 

type of classification (nine types of apple fruits) six algorithms achieved an accuracy of more than 94% (RF: 

94%, LR: 95%, ET: 96%, GBM: 96%, SVM: 98%, KNN: 98%), and stay the AB algorithm giving the lowest 

accuracy: 27%, at the last type of classification (thirteen types of apple fruits), five algorithms from the ten 

achieved accuracy equal to 92% (ET: 92%, RF: 92%, GBM: 92, KNN: 92%, and SVM: 94%). On the other 

side, it is observed that for the first type (four types of apple fruits) only four algorithms were achieved in 

computation time of fewer than 5 seconds (ET:1.14s to achieve 100%, RF: 2.95 s to achieve 100%, NBs: 0.87 

s to achieve 90%, CART:3.27 s to achieve 97%). In the second type of classification (nine apple fruits) only 

four algorithms were achieved in computation times less than 15 seconds (ET: 3.62 s to achieve 96% accuracy, 

RF: 11.64 s to achieve 94%, NB: 2.11 seconds to achieve 83%, and CART: 14.62 to achieve 80%). In the last 

type of classification (thirteen types of apple fruits), only four algorithms were achieved in time less than 25 

seconds (ET: 5.86 s to achieve 92% accuracy, RF: 18.26 s to achieve 92%, NB: 3.45 seconds to achieve 79%, 

and CART: 23.19 s to achieve 79%). 

As a conclusion of these all results, we can conclude the following: first, the biggest accuracy which 

was achieved with the lowest time is for the ET alalgorithm (96% and 3.65 s). Second, the RF algorithm 
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achieved good accuracy in good time (95% and 10.94 s). Third, the SVM achieved accuracy at 97% but in 

53.62 s, and the KNN algorithm achieved accuracy at 96% in 63.86 s (long time). Fourth, it is observed also 

that the NB's algorithm is a very fast algorithm, were achieved an accuracy of 84% in only 2.14 s. Fifth, the 

AB algorithm achieved a very low accuracy of 34% in a very long time 112.47 s. 

 

 

Table 1. Results of quality of performance of the ten ML algorithms over the three cases of classification 
Classification type LR LDA CART NB KNN SVM AB GBM RF ET 

Four types 1.00 0.99 0.97 0.90 1.00 1.00 0.58 0.99 1.00 1.00 

Nine types 0.95 0.88 0.80 0.83 0.98 0.98 0.27 0.96 0.94 0.96 

Thirteen types 0.86 0.84 0.79 0.79 0.92 0.94 0.19 0.92 0.92 0.92 

Average 0.94 0.90 0.85 0.84 0.96 0.97 0.34 0.95 0.95 0.96 

 

 

Table 2. Results of computation times in seconds of the ten ML algorithms over the three cases of 

classification 
Classification types LR LDA CART NB KNN SVM AB GBM RF ET 

Four types 28.07 13.16 3.27 0.87 16.11 5.32 52.35 1062.53 2.95 1.14 

Nine types 110.33 70.7 14.62 2.11 57.29 47.85 118.38 5585 11.61 3.62 

Thirteen types 223 191.5 23.19 3.45 118.2 107.7 166.7 11550.9 18.26 5.89 

Average 120.46 91.78 13.69 2.14 63.86 53.62 112.47 6066.14 10.94 3.55 

 

 

Table 3. Results of computation time’s average and quality of performance average of the ten ML algorithms 

over the three types of classification 

Evaluation measures LR LDA CART NB KNN SVM AB GBM RF 

Computation times 120.46 91.78 13.69 2.14 63.86 53.62 112.47 6066.14 10.94 

Average 0.94 0.90 0.85 0.84 0.96 0.97 0.34 0.95 0.95 

 

 

4. CONCLUSION  

Software implementation of ten machine learning algorithms to classify a large number of different 

types of apple fruits in order to study and analyze the accuracy and computation time of that algorithms are 

realized in the presented research paper. After many classification processes with different cases of apple 

collections, many observations were made, which will be referred to in the results section. Future work will 

focus on the following: first, applying deep learning algorithms to compare the results of ten machine learning 

algorithms (which were tested in this research paper) and the results of testing the deep learning algorithms 

(for accuracy and computation times) to find out the best techniques for classifying different types of apple 

fruits. Second, think about the hardware implementation of the technique that gives the best results (high 

accuracy in a very low time), so that it can be used in industrial enterprises that rely on computer vision 

techniques. 
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