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 Grapes are one of the fruit plants that grow that propagate in certain fields. 

Grapes can be processed into juice, wine, raisins, and so on. Raisins are dried 

grapes. Raisins have a distinctive taste and aroma. Raisins are a concentrated 

and nutritious source of carbohydrates, containing antioxidants, potassium, 

fiber and iron. To increase the accuracy value, the optimize selection genetic 

algorithm (GA) is used. This research was conducted modeling using the 

support vector machine (SVM) and SVM algorithms based on optimize 

selection GA by using the raisin (raisin varieties) dataset obtained from the 

UCI machine learning repository. The research dataset is divided into training 

data and testing data. The data sharing will be carried out using the cross 

validation and split validation operators. Data validation with 10-Fold-

validation on the SVM algorithm has the best level of performance among 5 

other algorithms such as; Naïve Bayes, K-nearest neighbor (K-NN), decision 

tree (DT), neural network, and random forest (RF). The SVM algorithm 

produces accuracy and area under the curve (AUC) values of 87.11% for 

accuracy and 0.928 for AUC. Optimization in this study using optimize 

selection GA. SVM based on optimize selection GA produces accuracy and 

AUC values of 87.67% for accuracy and 0.930 for AUC. 
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1. INTRODUCTION  

Indonesia is well-known for its abundant natural resources. One of them is the end product of its 

plantations, as evidenced by the abundance of plantation products in Indonesia. Plantation products are one of 

the state assets that play an important role in regional and national economic development, particularly in 

efforts to increase employment opportunities, equalize income, and improve people's living standards [1]. Wine 

is a commodity with added value. That is, it can be consumed in the form of fresh fruit, grape juice, beverages 

(wine), and raisins. Grapes are climbing plants with a unique feature in that their branches can produce dense 

fruit. Grapes can be grown in cold, subtropical, or tropical climates. The vines originated in Europe's plains, 

North America, Iceland, cold areas near the North Pole, and Greenland, and then spread to Asia, including 

Indonesia. Local grapes are regarded as a commercially valuable crop in Indonesia [2]. Working at home or 

work from home (WFH) is one of the most effective things during the COVID-19 pandemic. One of the 

businesses that is currently being looked at by the public is the cultivation of imported grape seeds. Imported 

vines have good prospects in the future. Based on this, the grape community is more numerous than other fruit 

plant communities [3]. 

https://creativecommons.org/licenses/by-sa/4.0/
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There are dozens of grape varieties found throughout Indonesia. Those still in the form of fresh or 

processed fruit, such as wine and raisins, can be found at the Banjarsari Experimental Garden in Pasuruan. 

Isabella grapes have also been developed in Palu, Central Sulawesi, with similar good results to imported 

wines, though wine development in Palu was eventually halted due to marketing constraints. Despite its 

shortcomings in comparison to subtropical regions, Indonesia as a tropical country has several advantages. 

Grape productivity is lower in the tropics than in the subtropics. Wine production in subtropical regions can 

reach 20 tons per hectare per year, whereas in tropical countries like Indonesia, it is only half that. However, 

the grape harvest in Indonesia can reach three harvests per year, whereas it is only once in subtropical countries 

[4], [5]. Grape (Vitis vinifera L.) is a fruit plant that grows by vines in certain fields. Grapes are certainly rich 

in benefits and are included in non-climacteric fruits [6]. Grapes can be processed into juice, wine, raisins, and 

so on. Raisins are dried grapes. Raisins have a distinctive taste and aroma. Raisins contain a fairly high 

concentration of sugar. During the decrystallization process, the fruit will be soaked in juice or boiling water 

to dissolve the sugar. This process also makes the raisin skin rough. Raisins are used as cake decorations, 

chocolate mixes, candy or bread [7]. Iron, potassium, vitamin B6, manganese, boron, selenium, vitamin C, 

calcium, magnesium, phosphorus, and sodium are all found in raisins [8]. Turkey ranks among the top wine-

producing countries in the world. Turkey is a country with a long history of wine production and a large tourism 

industry, but it has yet to capitalize on the importance of wine tourism. Turkey has favorable conditions for 

grape cultivation and wine production due to its geographical location [9]. Turkey is currently the sixth largest 

wine producer in the world, with an average production of 4,080,932 tonnes and an average surface area of 

440,829 hectares (ha) [10], [11]. As the second largest producer of raisins in the world, holding 25% of the 

total raisin production, and accounting for almost 40-45% of the volume traded, being a world leader in its 

exports [12].  

Data mining is the process of finding patterns and correlations in large data sets to predict outcomes 

[13]-[15]. Data mining has its roots in artificial intelligence, particularly in machine learning (ML) as well as 

in statistical analysis to solve a problem that involves prediction, classification and segmentation, meaning that 

large amounts of data can be processed and used more efficiently [16]-[18]. Data mining classification 

techniques are used to measure the level of accuracy in a dataset. Classification is the job of evaluating data 

objects to put them into certain categories based on the number of categories available. Classifier builds a 

model based on existing training data, and then uses that model to classify the new data. Classification can be 

defined as the job of doing training or learning on an objective function that maps each set of attributes 

(features) to a number of available class labels [19]. There are many good classification techniques in the 

literature including artificial neural networks, k-nearest-neighbors classifier, decision trees, Bayesian classifier 

and support vector machine (SVM) algorithms. Of these techniques, SVM is one of the best known techniques 

for optimizing the expected solution [20]. SVM algorithm is one of the supervised machine learning algorithms 

based on statistical learning theory [21]. This algorithm selects from the training sample a subset of 

characteristics so that the classification of the character subset is equivalent to dividing the entire dataset. SVM 

has been used to solve different classification problems successfully in many applications [22], [23]. The 

accuracy of the target detection classifier can be guaranteed by the global optimal solution. However, it has 

some drawbacks, such as the long-established detection model. When processing large-scale data, time 

complexity and space complexity increase linearly with increasing data [24], [25]. In comparison, SVM is 

better able to solve smaller sample, nonlinear and high dimensional problems compared to other classification 

algorithms [26], [27].  

Previous research conducted a classification model of hand movements based on electromyogram 

signals has been successfully developed using a machine support vector algorithm resulting in an overall 

accuracy value of 97.4% for training, and 88.0% for testing [28]. The findings of this study validate the 

performance of the machine algorithm's quadratic support vector metric (SVM squared) when applied to 

student satisfaction predictions, correct within 97.8% (Accuracy) in predictions, with recall (sensitivity) 96.5% 

and F1 score 0.968 [29]. The aim of this study was to build a classification model that might predict the early 

stage of Alzheimer's disease. There are 3 algorithms used, namely SVM, Naïve Bayes (NB), and K-nearest 

neighbors (K-NN). The current findings reveal that the SVM-based classification model can accurately 

distinguish cognitively impaired Alzheimer's patients from normal healthy individuals with 96.6% accuracy 

[30]. In this study, the classification of the Besni and Kecimen raisin varieties produced in Turkey was carried 

out using the SVM algorithm with a dataset of 900 data. 

 

 

2. METHOD 

2.1.  Research method 

To solve the problem of classifying raisin varieties in this study, several methods were used, including 

training on data separation and data testing using two methods (cross validation and split validation).  

A comparison of classification algorithms is also performed in order to determine the best classification 
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algorithm. The next step is to improve the classification by optimizing the dataset's features and weights. This 

research stage concludes with an evaluation to determine which algorithm will be used for classification and 

which optimization algorithm can improve classification value. 

a) Problem identification 

Raisins certainly have many varieties. To classify these varieties of raisins, an appropriate algorithm 

model is needed, so that it can help experts in classifying raisin varieties. In this study, researchers classified 

raisin varieties that grow in Turkey in the form of Kecimen and Besni raisin varieties. 

b) Data collection 

The data used in this study is public data, namely raisin dataset. The dataset is achieved through the 

UCI machine learning website in 2021. The raisin dataset consists of 900 data records and 8 attributes. This 

dataset is divided into two classes, namely the Kecimen class and the Besni class.  

c) Data preprocessing  

At the data pre-processing stage, the dataset is checked in the form of missing values, remove 

duplicate data, and normalize. Remove duplicate data is done to delete the same data. Normalization is done 

with the Z-Transformation method so that the attribute variables have the same value range, which is between 

0 to 1. 

d) Data validation  

At the data validation stage, research data will be divided into training data and testing data. The data 

sharing will be done using cross validation and split validation. Data sharing using cross validation is carried 

out to determine the best performance of the model to be tested, while split validation is carried out to test a 

particular model. 

e) Comparation of algorithm 

Comparison of algorithms is used to obtain the algorithm that is considered the best in the process of 

classifying raisin varieties. In the algorithm comparison stage, several algorithms are tested. This study uses 6 

algorithms, namely; Naïve Bayes, K-NN, decision tree (DT), neural network, SVM, and random forest (RF). 

Based on these 6 algorithms, it will be known which algorithm is the best in classifying raisin varieties through 

the accuracy value it produces. 

f) Support vector machine 

At this stage the SVM algorithm became the best model in the classification of raisin varieties. The SVM 

model was determined based on the highest level of accuracy and area under the curve (AUC) among the 6 

algorithms used in the classification of raisin seeds. The algorithm will be tested for the model using split validation. 

The model will be tested using the split ratio parameter 0.5-0.9 so that the average value will be obtained. 

g) Comparation of optimal algorithm  

At the comparison stage of the optimization algorithm, testing is carried out with several optimization 

features. This study uses 2 optimization features, namely optimize selection and optimize weight. Each of these 

optimization features uses 3 algorithms, namely GA, backward, and forward.  

h) Genetic algorithm (GA) 

GAs is inspired by biological evolution. Mutation and crossover are two of the most commonly used 

GA operators. Mutation and crossover are two of the most commonly used GA operators. Mutation works on 

a single solution and generally alters a feature at random or according to some pre-defined criterion. Crossover, 

on the other hand, uses two parent solutions to create two offspring, resulting in new and improved solutions 

[31]. In general, the mathematical model is based on an initial chromosome population of n individuals. There 

are three operations in each iteration from a maximum number of t epochs: reproduction, mutation, and 

selection. The best individuals evaluated by the fitness function are assumed as a solution for a given problem 

at the end of the algorithm [32].  

i) Evaluation 

At this evaluation stage, the best accuracy and AUC values will be known in the classification of 

raisin varieties. The researcher saw a comparison of the results of accuracy and AUC with a split ratio of 0.5 

to 0.9 from the SVM algorithm and the SVM algorithm based on optimize selection GA and conducted a paired 

two sample for means T-test using Microsoft Excel to find out whether there was a difference between before 

optimization and after optimization raisin variety classification optimization. 

 

2.2.  Proposed method 

In this study, a method is proposed for the classification of raisin GA as a feature selection and SVM 

algorithm as a classification of raisin varieties. The proposed method can be seen in Figure 1. The initial stage 

in this research is the collection of the raisin dataset. After that, checking the dataset, and normalizing the data. 

Normalization in the dataset with the aim of blocking data in a simple range using the z-transformation method. 

The next step is to separate the data into training data and testing data. The training data is applied to generate 

a model from the SVM algorithm, while for testing the dataset it is applied to generate accuracy values. The 
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next step is to compare the algorithms. Algorithm comparison is done to compare several algorithms in 

classifying so that the best algorithm model is obtained. 

Feature selection used in the study using GA. The genetic algorithm makes a population consisting of 

many selected individuals with the most values relevant to the classification so as to improve the performance 

of the classification accuracy value of raisin arieties [33]. Furthermore, the features that have been selected by 

the genetic algorithm are classified using the SVM algorithm. In Figure 1, the researcher describes the proposed 

method scheme for the classification of raisin varieties. The results of the evaluation of the classification of the 

raisin variety with the proposed model have the maximum value with feature optimization using GA so that it 

can affect the maximum classification results carried out by the SVM algorithm in classifying raisin varieties 

into the Kecimen class and Besni class.  
 

 

 
 

Figure 1. Proposed method 

 

 

3. RESULTS AND DISCUSSION 

At this stage, the experimental results of testing the classification of the raisin dataset are shown. The 

first step is to identify the problem. It is known that in classifying raisins, a method or algorithm with the best 

model is needed. Based on this, a research was conducted on the classification of raisin varieties. This research 

uses raisin's research dataset obtained from the UCI machine learning repository website. The dataset in this 

study has 900 data records of raisin varieties consisting of 8 attributes and 1 label consisting of 2 classes, 

namely Kecimen class and Besni class. This is shown in Table 1.  

After data collection, the researcher preprocessed the data. At this stage, checking for missing values 

on the data is carried out to see if there are data that are not appropriate. After that, remove duplicates so that 

no data is the same, and normalize with the Z-Transformation method. The normalized data will have the same 

value range, which is between 0 to 1. The following is the result of the normalization that has been carried out 

which is shown in Table 2. 
 

 

Table 1. Attribute 
No Attribute Detail 

1 Area Gives the number of pixels in raisins 

2 
Perimeter Measures the environment by calculating the distance between the currant border and the 

surrounding pixels 

3 Major Axis Length Gives the length of the main axis 
4 Minor Axis Length Gives small axis length 

5 Eccentricity Gives a measure of the eccentricity of the ellipse, which has the same moment as the raisin 

6 ConvexArea Gives the smallest number of convex skin pixels of the region formed by raisins 
7 Extent Gives the ratio of the area formed by the raisins to the total pixels in the bounding box 

8 Class Kecimen and Besni raisins 
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Table 2. Normalization of dataset 
No Class Area MajorAxis MinorAxis Eccentricity ConvexAres Extent Parimeter 

1 Kecimen -0,007 0,098 -0,024 0,423 -0,016 1,106 0,066 
2 Kecimen -0,324 -0,209 -0,229 0,,224 -0,304 -0,288 -0,161 

3 kecimen 0,078 0,098 0,237 0,186 0,062 -1,158 0,156 

.. … … … … … … … … 

.. … … … … … … … … 

899 Besni 0,147 0,391 -0,006 0,711 0,159 -0,761 0,338 

900 Besni -0,056 0,699 -0,784 1,393 -0,049 -1,262 0,391 

 

 

After the data preprocessing process is complete, the next step is to compare the algorithms. Algorithm 

comparison was conducted to compare the 6 algorithms tested in this study. The algorithm used is; Naïve 

Bayes, K-NN, decision tree, neural network, SVM, and random forest. To determine the performance of the 6 

algorithms, the data validation process is carried out using the 10-Fold validation method which produces 

accuracy, precision, recall, and AUC values. The following are the accuracy and AUC values shown in Table 3 

generated by each algorithm. To make it easier to understand the difference in accuracy of the AUC 

Performance in the comparison algorithm, it is necessary to make a graph. The following is a graph of 6 

algorithms in the algorithm comparison process shown in Table 3.  

Based on the comparison of these algorithms, it is known that the SVM algorithm has the highest 

algorithm performance value compared to other algorithms, which is 87.11% for accuracy and 0.928 for AUC. 

The following table confusion matrix generated SVM algorithm classification can be seen in Table 4. From the 

results of testing the AUC value of the SVM algorithm model is 0.928. Based on the test value, it shows that the 

SVM algorithm model achieves excellent classification. Receiver operating characteristic (ROC) curves are also 

generated by Rapidminer. After knowing the best performance of the SVM algorithm in classifying raisin 

varieties, data validation was carried out using split validation to test the algorithm. The following are the results 

of data validation using split validation with a split ratio of 0.5 to 0.9 contained in Table 5. 
 

 

Table 3. Result of algorithm comparison 
Algorithm Validation Accuracy AUC 

Naïve Bayes Cross  83.67% 0.92 
K-NN Cross  85.11% 0.91 

Decision Tree Cross  85.11% 0.866 

Neural Network Cross  86.67% 0.927 
SVM Cross  87.11% 0.928 

Random Forest Cross  85.56% 0.926 

 

 

Table 4. Confusion matrix SVM 
 True Kecimen True Besni Class Precision 

Pred. Kecimen 405 71 85.08% 
Pred. Besni 45 379 89.39% 

Class Recall 90.00% 84.22%  

 

 

Table 5. Split ratio 0,5-0,9 SVM 
Algorithm Validation Ratio Accuracy AUC 

SVM Split 0.5 88.44% 0.944 
SVM Split 0.6 86.11% 0.927 

SVM Split 0.7 84.81% 0.914 

SVM Split 0.8 82.22% 0.89 
SVM Split 0.9 82.22% 0.871 

Average 84.76% 0.9218 

 

 

Based on Table 4, it can be seen that the SVM algorithm with a split ratio of 0.5 to 0.9 has an average 

value of 84.76% for accuracy and 0.9218 for AUC. Validation with a split ratio of 0.5 has the highest accuracy 

and AUC values of 88.44% and 0.944, respectively. The following table of the resulting confusion matrix can 

be seen in Table 6. From the results of testing the AUC value of the SVM algorithm model with a split ratio of 

0.5 is 0.944. Based on the test value, it shows that the SVM algorithm model with a split ratio of 0.5 achieves 

a very good classification. ROC curves are also generated by Rapidminer. To increase the accuracy value of 

the SVM algorithm, the optimization feature is used. In this study, we compare the optimization features, 
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namely optimize selection and optimize weight. Validation is carried out using the 10-Fold validation method. 

The following are the accuracy and AUC values of each optimization feature contained in Table 7 and Table 8. 

 

 

Table 6. Confusion matrix split ratio 0,5 SVM 
 True Kecimen True Besni Class precision 

Pred. Kecimen 206 33 86.19% 

Pred. Besni 19 192 91.00% 
Class Recall 91.56% 85.33%  

 

 

Based on Table 6 and Table 7, it can be seen that optimize selection and optimize weight have 

succeeded in increasing the accuracy and AUC values of the SVM algorithm in the classification of raisin 

varieties. The optimize selection and optimize weight features with GA have the highest accuracy and AUC 

values compared to other optimization method features, besides that the accuracy and AUC values produced 

have the same value, namely 87.67% for accuracy and 0.930 for AUC. Based on this, the researcher chose to 

test the SVM algorithm based on optimize selection GA in classifying raisin varieties. The following is a table 

of the overall values of accuracy, precision, recall, and AUC of each parameter split ratio 0.5 to 0.9 SVM 

algorithm based on optimize selection GA can be seen in Table 9. 

The following is a test of the SVM algorithm based on optimize selection GA with a split ratio of 0.5 

to 0.9 Table 9. It is known that the SVM algorithm based on optimize selection GA with a split ratio of 0.5 to 

0.9 has an average value of 91.56% for accuracy, 94.79% for precision, 87.98% for recall, and 0.953 for AUC. 

Validation with a split ratio of 0.9 has a high final result compared to other split ratios. Table 10 comparison 

of the accuracy of SVM and SVM algorithms based on optimize selection GA with a split ratio of 0.5 to 0.9. 

Table 11 AUC comparison of SVM and SVM algorithms based on optimize selection GA with a split 

ratio of 0.5 to 0.9. To make it easier to understand the difference in accuracy of the results of the confusion 

matrix calculation and the AUC performance of the SVM and SVM methods based on the optimize selection 

GA split ratio of 0.9, it is necessary to make a graph. The following is a graph of the comparison of accuracy 

and AUC values between SVM and SVM based on optimize selection GA. After testing the SVM algorithm 

and SVM based on optimize selection GA, the last step to be taken is to do a T-Test paired two samples. The 

t-test was carried out by researchers to find out whether there was a difference in the average value of the raisin 

variety before and after optimization. The following are the results of the T-Test paired two samples using 

Microsoft Excel shown in Table 12. Based on the T-Test, the significance value can be compared with 0.05. 

The significance value generated in the T-Test is 0.026571244 which is smaller than 0.05, meaning that there 

is a difference between before optimize and after optimize. 

 

 

Table 7. Feature optimize selection  Table 8. Feature optimize weight 
Algorithm Method Validation Accuracy AUC  Algorithm Method Validation Accuracy AUC 

SVM GA Cross 87.67% 0.93  SVM GA Cross 87.67% 0.93 

SVM Forward Cross 87.22% 0.93  SVM Forward Cross 87.22% 0.93 
SVM Backward Cross 87.11% 0.93  SVM Backward Cross 87.33% 0.93 

 

 

Table 9. Result of accuracy, precision, recall, AUC SVM + optimize selection GA 
Algorithm Method Ratio Accuracy Precision Recall AUC 

SVM GA 0.5 90.22% 92.89% 87.11% 0.939 

SVM GA 0.6 90.00% 92.35% 87.22% 0.95 
SVM GA 0.7 90.37% 95.80% 84.44% 0.954 

SVM GA 0.8 92.78% 95.29% 90.00% 0.953 

SVM GA 0.9 94.44% 97.62% 91.11% 0.969 
average 91.56% 94.79% 87.98% 0.953 

 

 

Table 10. Accuracy SVM and SVM + GA  Table 11. AUC SVM and SVM + optimize selection GA 

Validation 
Accuracy  Validation 

AUC 

Algoritm SVM Algoritma SVM + GA  Algoritm SVM Algoritma SVM + GA 

0.5 88.44% 90.22%  0.5 0.944 0.939 

0.6 86.11% 90.00%  0.6 0.927 0.95 
0.7 84.81% 90.37%  0.7 0.914 0.954 

0.8 82.22% 92.78%  0.8 0.953 0.953 

0.9 82.22% 94.44%  0.9 0.871 0.969 
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Table 12. T-test paired two samples  
 Variable 1 Variable 2 

Mean 0.8476 0.91562 
Variance 0.000706765 0.000385702 

Observation 5 5 

Pearson Correlation -0.838455569  
Hypothesized Mead 0  

Df 4  

T stat -3.428537169  
P(T<=t) one-tail 0.013285622  

T Critical one-tail 2.131846786  

P(T<=t)two-tail 0.026571244  
T Critical two-tail 2.776445105  

 

 

4. CONCLUSION  

This research was conducted modeling the SVM and SVM algorithms based on optimize selection 

GA by using the raisin (raisin varieties) dataset obtained from the UCI machine learning repository. The SVM 

algorithm produces accuracy and AUC values of 87.11% for accuracy and 0.928 for AUC.To improve the 

performance of the accuracy value of the SVM algorithm, optimization is carried out with the selection feature 

with the GA method resulting in accuracy and AUC values of 87.67% for accuracy and 0.930 for AUC. Based 

on the tests that have been obtained on the raisin dataset, it can be seen that the support vector machine 

algorithm based on optimize selection GA has a good accuracy of 87.67%, so it can be used as a reference for 

methods by a programmer which will be implemented when making a program regarding the classification of 

raisin varieties. 
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