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 Image classification is an extensively researched sub-fields of computer 

vision implemented in face recognition, self-driving, medical image 

segmentation, biological identification, and others. Traditional models of 

image classification require manual construction of feature extraction 

techniques and classification accuracy which are closely associated with these 

utilized techniques. During the rapid progress of multimedia technologies, the 

number of images that require classification got bigger, and this led to making 

image classification more complicated, hence, the manual construction of 

feature extraction techniques consumes more time and provides lower 

accuracy. In the recent decade, deep learning-based models have appeared in 

various applications. These models hold the merits of an effective extraction 

of image features, low-weight features filtering, a large capacity for processing, 

and higher classification speed and accuracy. Thus, lots of researchers have 

attempted to utilize deep learning algorithms, especially convolutional neural 

networks (CNNs) for image classification. Therefore, this paper concentrates on 

providing an abbreviated review of deep learning-based image classification 

models, by covering the recently utilized deep learning algorithms, comparing 

various related works and benchmark datasets mentioned in this paper, and 

summarizing the fundamental analysis and discussion. 
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1. INTRODUCTION  

Image classification has continually been an active scientific research trend all over the world, and the 

appearance of artificial intelligence has encouraged the development of this domain [1]. In the last few years, the 

tasks of image classification were mostly carried out using conventional machine learning algorithms. Machine 

learning algorithms represent one of the rapidly increasing fields of artificial intelligence, carried considerable 

technological and economic progress [2]. Generally, machine learning-based models involve unsupervised and 

supervised learning, and both have exhibited outstanding performance in the tasks of image classification [3]. 

However, these models are not easy to exploit practically, are small in capacity, and are easy to have overfitting. 

Furthermore, even though the machine learning-based image classification models perform well in the tasks of 

two-class, their advancement extent in multiple classes is restricted. The variety of practical tasks is large, and the 

number of datasets is getting bigger and bigger, which needs models having a higher learning capacity. 

Additionally, conventional methods of feature extraction hold low effectiveness, insufficient extraction of 

features, and critical loss of resources. Accordingly, researchers started to utilize deep learning algorithms for 

image classification research [4]. 

https://creativecommons.org/licenses/by-sa/4.0/
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In deep learning, a convolutional neural network (CNN) has been broadly implemented in image 

classification tasks. Dissimilar to the conventional image classification models, a CNN does not require image 

features adjustment and extraction artificially, since it auto-learns the close-related features of the image with the 

results of classification using datasets of training. Consequently, CNNs efficiently handle the issues of artificial 

extracting of features and the low accuracy of classification concerning conventional models [5]. The typical 

construction of CNN includes distinct convolutional, pooling, and fully connected layers demonstrated in Figure 1. 
 

 

 
 

Figure 1. The typical construction of CNN 
 
 

The two-dimensional image raw pixels could be input to CNNs directly. Then, these image pixels are 

convolved with multi-learned kernels utilizing shared weights. The main parameters of the convolutional layer 

are the size of the kernel, and the number and size of maps. After that, the pooling layer is utilized for reducing 

the image's size (minimizing the feature maps' resolution) while maintaining the included information. The 

outcome of the pooling layer is obtained via mean, maximum, and stochastic activation, concerning mean pooling, 

max pooling, and stochastic pooling, for non-overlapping rectangular areas. The pairs of convolutional and 

pooling layers form the phase of feature extraction. Afterward, these obtained features are weighted and merged 

into a fully connected layer (one or more layers), and this process indicates the phase of classification. Lastly, in 

the task of classification, the output layer holds one neuron for each category [6]. When the utilized activation 

function is a soft max, then the output of each neuron indicates the probability of the posterior category [7]. CNNs 

are able to filter input noise, collect crucial features, and achieve higher model accuracy [8]. However, the low 

performance and model over fitting represent common issues in the tasks of image classification. 

Dissimilar to other existing review researches, the fundamental contribution of this paper can be outlined 

as follows: firstly; present the recent and widely utilized pre-trained CNNs in image classification tasks. Secondly; 

compare the performance of various deep learning-based image classification models and benchmark datasets. 

Finally, provide insightful analysis and discussion. 

 

 

2. PRE-TRAINED CONVOLUTIONAL NEURAL NETWORKS 

Since the difficulty of classifying images increases. The models of pre-trained CNNs require increasing 

the number of layers, and this may lead to an extreme increase in model training difficulty. This section presents 

the fundamental concepts of pre-trained CNNs that are commonly utilized in image classification models. 

 

2.1.  AlexNet network 

AlexNet was presented via Krizhevsky et al. [9] in 2012. AlexNet is a large and complex neural 

network of 650 thousand neurons and sixty-million parameters, as shown in Figure 2, it includes five 

convolutional layers (some of these layers are accompanied by max-pooling layers for reducing features), and 

three fully-connected layers (these layers are accompanied by dropout layers for reducing joint adaptation 

among neurons, avoiding over fitting, and improving the robustness and generalization) with a last thousand-

category soft max. It represents one of the most common architectures of CNNs for image or object 

classification and in general, it can be utilized on large datasets, like ImageNet which includes about fifty-

million images [10]. Convolution is capable of reducing the network complexity via parameter sharing, and 

automatically learning features from the images of training. In this network, rectified linear unit (ReLU) is 

utilized as an activation function for accelerating the convergence of the model and reducing the gradient 

disappearing. AlexNet with the ReLU function converges more rapidly than the conventional activation 

functions since the ReLU's gradient is permanently one, when the input is more than zero. In neighboring fully-

connected layers, the neurons are directly connected, and the soft max function works on activating neurons in 

the (0,1) range via restricting the output [11]. 
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Figure 2. AlexNet network architecture 

 

 

2.2.  VGGNet 

VGG was presented via Simonyan and Zisserman [12] in 2014. This pre-trained model of CNN was 

trained using an ILSVRC ImageNet dataset, including 1.3 million images. VGG network is comparable to the 

AlexNet network, which utilizes the construction of the convolution region succeeded by the fully connected 

region. VGG model utilized a number of successive convolutional layers accompanied by max-pooling layers. 

These convolutional layers keep the width and height of the input unaltered, whereas the pooling layers work 

on halving it. Lots of convolution filters (of size 3×3) were utilized in the VGG network that can guarantee the 

increase of network depth, and reduce the parameters of the model [13], [14]. There are various models of the 

VGG networks, such as VGG16 and VGG19. Figure 3 shows that VGG16 and VGG19 include a series of five 

blocks, two fully connected layers, and one output layer. Figure 3(a) shows that VGG16 includes 16 layers, 

thirteen convolutional and three fully connected layers, and utilizes the activation function named ReLU. While 

Figure 3(b) shows that VGG19 includes 19 layers which have provided better performance than VGG16 [15]. 
 

 

  
(a) (b) 

 

Figure 3. Layers in (a) VGG16 and (b) VGG19 architectures 
 

 

2.3.  InceptionV1-V4 

GoogLeNet was presented via Szegedy et al. [16] in 2014. This model introduced the Inception model 

concept, and in successive years, several researchers worked on improving the performance of the Inception 

model. GoogLeNet includes twenty-two layers and holds approximately six million parameters. The fundamental 

module of GoogLeNet is the module of Inception. Figure 4 illustrates the various modules of Inception. Figure 4(a) 

explains the fundamental module which includes four branches in parallel. Several convolutional layers of various 
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sizes have been utilized in the first three branches for extracting information of various spatial sizes. Within these 

layers, convolution (of size 1×1) is capable of reducing the number of channels and compressing information to 

minimize the complexity of the model. In the final branch, the max-pooling was added to minimize the resolution, 

accompanied by convolution (of size 1×1) to set the depth following the pooling. Generally, the distinctive design 

of this module gets the network width bigger and increases the capability of adaptation to various resolutions and 

scales. Figure 4(b) and Figure 4(c) explain the modules of InceptionV2 and InceptionV3, respectively [17]. 
 

 

 
(a) 

 
(b) 

 
(c) 

 
 

 

 

 
 

Figure 4. The module of (a) InceptionV1, (b) InceptionV2, and (c) InceptionV3 
 

 

In comparison to InceptionV1, the improvements to inceptionV2 [18] are represented in the use of smaller 

convolution and batch normalization. Hence, the 3×3 convolutions are utilized rather than the 5×5 convolutions, and 

this led to increasing the speed of computation (i.e, decreasing computational time). Batch normalization is utilized 

for making the model more stable and faster via normalizing the variances and means of input layers [17]. 

Inception V3 [19] fundamentally concentrated on utilizing less power of computation via altering the 

previous architectures of Inception. The improvements to inceptionV3 are represented in the use of factorized 

(smaller and asymmetric) convolutions and reducing the grid size (using pooling processes). Factorized 

convolutions work on minimizing the number of parameters within a network by 33%, and this leads to 

minimizing the efficiency of computation. Here, the smaller convolutions are utilized rather than larger 

convolutions to obtain fast training, and 1×3 convolution accompanied by 3×1 convolution is utilized rather 

than 3×3 convolution to minimize the number of parameters. 

The fundamental objective of Inception V4 [20] is to minimize the Inception V3 complexity that built 

a consolidated selection for every block of Inception. Figure 5 explains that the blocks of Inception encompass 

modules of Inception, Figure 5(a) explains the module of Inception-A, Figure 5(b) explains the module of 

Inception-B, and Figure 5(c) explains the module of Inception-C. The architecture of these models utilizes 

optimization of memory on back-propagation for reducing the requirement of memory. 
 

 

   

 

 

 

 

 

(a) (b) (c)  
 

Figure 5. The blocks of InceptionV4, (a) Inception-A, (b) Inception-B, and (c) Inception-C 
 

 

2.4.  ResNet and DenseNet 

ResNet was presented via He et al. [21] for training the considerably deeper networks easily and 

accurately. This model was evaluated using the ImageNet dataset with a depth of reaching 152-layer. It is plain 

to be optimized, however, the networks that easily stack layers demonstrate a higher error of training when the 

depth of networks gets bigger. Compared with the former models, ResNet is easily capable of gaining higher 

accuracy concerning considerably increased depth [22]. 
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DenseNet was presented via Huang et al. [23]. It follows the same direction as ResNet in facing the 

gradient degradation and disappearance issue (ResNet only addressed some solutions to this issue). In the 

conventional convolution, the connection is established between every layer and the following layer. While in 

DenseNet, every layer is connected to another layer in a fashion of feed-forward. This manner enables every 

layer to directly reach the gradients from the function of loss and the input signal, causing implied deep 

supervision. Figure 6 demonstrates the content of the DenseNet block in which "x0" indicates an image that is 

crossed over a convolutional network of "L" layers. Each layer carries out a nonlinear transformation "HL" that 

represents operations like ReLU, batch normalization, convolution, and pooling [24]. 
 

 

 
 

Figure 6. DenseNet block of five layers, with the rate of growth (k=4) 

 

 

3. DEEP LEARNING BASED IMAGE CLASSIFICATION MODELS 

Before presenting diverse image or object classification models, it is important to perceive various but 

similar tasks of computer vision such as object localization and object detection, for avoiding any unsureness that 

may appear later. Image or object classification appoints a class label for the entire image, and object localization 

puts a bounding box on every object existing within an image [25]. While object detection represents a composite 

of object categorization and localization tasks, hence, it appoints label for every object of interest after putting a 

bounding box [26]. In this section, we review some of the related approaches and methods using deep learning 

that is utilized for object or image classification models, some of them are described briefly. 

Zhang et al. [27] presented a model dependent on an adapted extreme learning machine. In this CNN 

model, a well-trained network with 5 convolutional and 3 fully connected layers was implemented to obtain 

the deep features from the utilized datasets. Extreme learning machines, support vector machine (SVM), and 

nearest neighbor (NN) were utilized as classifiers for object categorization over convolutional activation deep 

feature representation. In particular, several standard object categorization datasets were adopted for evaluating 

different classifiers. Experiments demonstrate that this proposed model was effective in categorization tasks. 

Zhou et al. [28] combined CNNs with biomimetic pattern recognition to present a new model of image 

classification that successfully addressed the problem of soft max limited capacity. This model was evaluated 

on CIFAR-10 and MNIST datasets, and the obtained results of classification accuracies were 87.11% and 99.01%, 

respectively. Gu et al. [29] presented an improved VGG16-based image classification model using image data 

augmentation and hyper-parameter tuning for reducing model over fitting and increasing model performance. 

This presented model was evaluated using the CIFAR-10 dataset, and the obtained accuracy was 96%. 

Shakarami and Tarrah [30] proposed a developed method for image categorization using several 

algorithms of machine and deep learning. This presented method included several stages; Firstly the images 

were input and resized, and every image was transmitted to an extractor of deep features (developed CNN-

AlexNet), and handcrafted descriptors like local binary pattern descriptor and the histogram of oriented 

gradients descriptor concurrently. Then, the algorithm of principle component analysis (PCA) was utilized for 

reducing the produced features dimensions via the histogram of oriented gradients. After that, the vectors of 

deep features and Handcrafted-PCA features were merged. Finally, the classification was done utilizing three 

algorithms of machine learning (random forest (RF), SVM, and k-nearest neighbors (K-NN)). In all 

experiments, the proposed method utilizing RF classifier conducted on the Caltech-101 object dataset was more 

accurate than other classifiers with 89.74% of accuracy. 

Qin et al. [31] presented an object categorization approach depending on pre-trained CNNs 

(InceptionV3 and DenseNet201). This approach included several stages; Firstly, this method utilized the 

appropriately enlarged images as inputs to each network for improving the accuracy of classification. Secondly, 

the last modules were substituted by a block of inverted residuals with fewer parameters for minimizing the 

cost of computation. Finally, the convolution layer, Batch normalization layer, rectified linear unit (ReLU), 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 30, No. 1, April 2023: 491-500 

496 

average pooling, and the function of soft max were supplemented to build the networks. This proposed method 

was substantially evaluated on various renowned standard datasets, and the obtained results demonstrated that 

this approach showed promising performance in object categorization and minimized the parameters of the 

network and the cost of computation. However, it is optimistic to obtain a further effective and lightweight 

convolution approach that can efficiently minimize the network parameters. 

Rashid et al. [32] proposed a supportable architecture of deep learning that uses multiple layers of 

deep feature combining and selection to obtain accurate image categorization. This approach comprised several 

stages; Firstly, by utilizing two deep learning architectures (VGG19 and InceptionV3), the features were 

extracted on the basis of transfer learning. Secondly, the combination for the whole extracted vectors of features 

was conducted via the approach of parallel maximum covariance. Thirdly, the preferable features were chosen 

by utilizing the method of multi-logistic regression controlled entropy variances. Finally, in the classification 

stage, the classifier of the ensemble subspace discriminant was utilized. The experimental procedure was 

performed utilizing several publicly available datasets, and over the Caltech-101 dataset, the obtained accuracy 

was 95.5%. The fundamental limitation of this approach was the features' quality, via utilizing low-quality 

images, it is not feasible to obtain robust features. 

Akshaya and Kala [33] proposed a CNN-based image/object classification method. This proposed deep 

CNN included six convolutional layers (supplied with convolution, exponential linear unit (ELU), and batch 

normalization functions), three max-pooling layers with a dropout layer placed after each max-pooling layer to 

minimize the network over fitting, one flatten layer, and one output (fully connected) layer. This model was 

conducted on the actually a complex dataset named CIFAR10 image dataset and the obtained result of accuracy was 

89.87%. However, this proposed method requires more improvement to obtain accurate results of categorization. 

Zhu et al. [34] proposed a unified innovative framework, called attention-aware perceptual enhancement 

networks that integrated an attention mechanism and perceptual improvement in a comprehensive way for 

categorizing low-resolution images. This framework included five fundamental components; Firstly, the super-

resolved image was created from their corresponding low-resolution image using the perceptual improvement 

network. Secondly, a map of attention was generated using the attention creation network. This map is capable of 

indicating informative regions of super-resolved images and promoting semantic information. Thirdly, the feature 

extraction network obtained a 1D-feature representation. Fourthly, the one-dimensional feature was rectified with 

the addition of element-wise using the network of feature rectification. Finally, the classification process was done 

using (VGG-16 and ResNet-34) classifiers. Extensive experiments were performed on three datasets and the best 

obtainable accuracy was 95.94 achieved by ResNet-34 based framework over the Stanford Dogs datasets. 

However, this network was fundamentally built for accurate categorization, and the super-resolution images that 

were created did not fulfill the expectations of human visuals. This is fundamentally produced via the large 

perceptual loss. Thus, there is a requirement for alleviating this issue to provide more realistic perceptually images. 

Basha et al. [35] attempted to automatically tune several CNN models (DenseNet-121, ResNet-50, 

and VGG-16) to construct appropriate models for image categorization task. In order to accomplish this goal, 

the following objectives were achieved; Firstly, the layer of soft max for the CNN models was dropped via 

substituting it with another layer of new soft max holding the neurons equivalent to the number of categories 

in the given datasets. Then, the layers of CNN (from initial to final layers) were automatically tuned using 

Bayesian optimization. The experiments were performed on several standard datasets (Stanford Dogs, 

CalTech-256, and CalTech-101). The obtained results of categorization using the presented auto-tuned 

DenseNet-model outperformed the benchmark model of transfer learning via realizing 84.67%, 86.54%, and 

95.92% accuracy through Stanford Dogs, CalTech-256, CalTech-101, respectively. 

Zhang et al. [36] developed Hierarchical Bilinear CNN model by combining convolutional networks 

with multitask learning on the hierarchical visual structures. Hierarchical bilinear CNN utilized VGG16 for 

constructing a network of inner output branches. It combined the CNNs' hierarchy with prior object categories 

structure for strengthening the capability of classification, it leveraged the module of bilinear for extracting 

more selective information, and it also utilized the label trees as inner guides for boosting model performance. 

This developed model was evaluated using CIFAR-10 and CIFAR-100 datasets, and the obtained values of 

accuracy were 91.75% and 66.03%, respectively. 

Jung et al. [37] proposed an active method of weighted mapping for improving the ResNet 

performance, by changing the weight values in accordance with the input image class. In this method, the 

ablation test (using the method of linear discriminant analysis) was utilized for proving that the deduced weight 

values are capable of classifying visual objects. This proposed method was implemented using the basic 

DenseNet and ResNet, and validated using CIFAR-10 and CIFAR-100 datasets. 

Hassanzadeh et al. [38] designed an evolved deep CNN-based image classification model. This network 

is made up of several convolutional blocks for extracting features, and a layer of classification with an output 

layer for generating the last prediction. In this proposed model, a genetic algorithm (GA) was utilized to evolve the 

convolutional blocks by finding the optimal numbers of blocks, convolutional layers, filters, pooling, dropouts, batch 
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normalization, and activation functions. GA was also utilized to evolve the classification layer by finding the optimal 

classification layer kind, dropouts, number of nodes, batch normalization, and activation function. This evolved 

model was trained using the CIFAR10 and MNIST datasets, and concerning the CIFAR10 dataset the optimal 

obtained values of accuracy, F1 score, recall, and precision were 0.98%, 0.95%, 0.95%, and 0.95%, respectively. 

Xu et al. [39] presented a selective kernel network model for enhancing the effect of feature training 

in the networks of deep learning. This model was utilized for learning the image data characteristics. And a 

classifier of the Gaussian process with a function of a multi-layers convolution kernel was utilized for 

performing image classification. This model was trained using the CIFAR10 and MNIST datasets, and obtained 

values of accuracy were 94.12% and 99.35%, respectively. 

 

 

4. PERFORMANCE ANALYSIS AND DISCUSSION 

4.1.  Image classification datasets 

There are various commonly utilized benchmark image (or object) classification datasets. Table 1 

shows some of these publicly available datasets with the rising difficulty of categorization; Caltech-101, 

Caltech-256 which represents an improvement to its former with new characteristics like bigger class sizes and 

new clutter classes, Flower-102, CIFAR-10, CIFAR-100 categorizes get into 20 super-classes of 5 classes each, 

Stanford Dogs, and Food-101. 
 
 

Table 1. Publicly available image classification datasets 

Dataset 
No. of 

Classes 
No. of Images Year Description 

Caltech-101 [40] 102 9,144 2003 
101 common object categories; The size of each 

image is roughly 300×200 pixels. 

Caltech-256 [41] 257 30,307 2006 An extension for Caltech-101 

Flower-102 [42] 103 
8,189 

Each class includes (40 to 250) 
2008 

Dataset of flower recognition including 103-flower 

classes prevalent in the UK 

CIFAR-10 [43] 10 Each class includes 6,000 2009 32×32 pixel tiny color images 

CIFAR-100 [43] 100 Each class includes 600 2009 
More challenging for object classification, 32×32 

RGB 

Stanford Dogs 
[44] 

120 22,000 2011 
One object in each image dataset for recognizing 

the breed of dogs 

MNIST [45] 10 70,000 2011 
Dataset of handwritten numbers from 0 to 9 

written by 250 individuals, 28×28 gray scale image 
Food-101 [46] 101 Each category includes 1,000 2014 Categorized food images 

 

 

4.2.  Evaluation measures 

For the purpose of diving within the common measures utilized for evaluating the deep learning-based 

image classification models, a number of fundamental descriptions require to be initially established: 

− Firstly; true negative (TNegative) indicates the right prediction of the condition's absence. 

− Secondly; false negative (FNegative) indicates the non-right prediction of the condition's absence when it exists. 

− Thirdly; true positive (TPositive) indicates the right prediction of the current condition. 

− Fourthly; false positive (FPositive) indicates the non-right prediction of the condition when it does not exist. 

Having described the previous terms, it is possible to describe the recall and precision measures. The 

measure of Sensitivity or Recall (Rec) indicates the number of positive conditions that have been rightly 

predicted by the model. A higher value of sensitivity demonstrates a lower level of non-detected positive 

conditions. This measure is given as follows [47]: 
 

𝑅𝑒𝑐 =
𝑇𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 (1) 

 

while precision (Pre) indicates the accuracy measure of the positive condition predictions. A higher value of 

precision demonstrates a lower level of non-right predictions (FPositive). This measure is given as follows [48]: 
 

𝑃𝑟𝑒 =
𝑇𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 (2) 

 

furthermore, there are other significant measures that are utilized for models' evaluation which are Specificity, 

Accuracy, and F1-Score. The measure of Specificity (Spe) indicates the rate of TNegative, and the measure of 

Accuracy (ACC) indicates the ratio of rightly predicted instances to the entire existing instances. While the 

measure of F1-Score (F1S) works on combining the values of Recall and Precision measures into harmonic 

mean. These measures are given as follows [49], [50]: 
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𝑆𝑝𝑒 =
𝑇𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 (3) 

 

𝐴𝑐𝑐 =
𝑇𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝑇𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝐹𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝑇𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 (4) 

 

𝐹1𝑆 = 2
𝑅𝑒𝑐×𝑃𝑟𝑒

𝑅𝑒𝑐+𝑃𝑟𝑒
 (5) 

 

 

4.3.  Comparison of image classification models 

There are lots of researchers who have attempted to utilize deep learning algorithms, especially CNNs 

for image classification. Therefore, a comparison of the categorization performance is presented concerning 

some related deep learning-based approaches that are utilized for object or image classification models. Table 

2 illustrates a comparison of the categorization performance obtained with state-of-the-art models. 

 

 

Table 2. Comparison of the categorization performance obtained with state-of-the-art methods 
Authors Name, 

Ref., Year 

Utilized 

Datasets 
Feature Extraction Methods Classification Methods Accuracy % 

Zhang et al. [27], 

2017 
Caltech 256 Well-trained CNN 

NN, SVM, and Extreme 

Learning Machine 

76.2, 83.2, 

and 85.0 

Zhou et al. [28], 
2017 

CIFAR-10 
CNNs Biomimetic Pattern Recognition 

87.11 
MNIST 99.01 

Gu et al. [29], 2019 CIFAR-10 VGG16 Soft max 96% 

Shakarami and 

Tarrah [30], 2020 
Caltech-101 

AlexNet CNN and (Local Binary 
Pattern and Histogram of Oriented 

Gradients)-PCA 

RF 89.74 

Qin et al. [31], 

2020 

Caltech-101, 
Caltech-256 

Improved InceptionV3 

Soft max 

94.18, 86.62 
Improved DenseNet201 94.31, 86.24 

Flower-102 
Improved InceptionV3 96.58 

Improved DenseNet201 97.32 

Rashid et al. [32], 

2020 

Caltech-101 VGG19 and InceptionV3 + Multi 

Logistic Regression controlled 

Entropy-Variances method 

Ensemble Sub-space 

Discriminant classifier 

95.5 

CIFAR-100 68.80 

Akshaya and Kala, 

[33], 2020 
CIFAR-10 Deep CNN model Soft max 89.87 

Zhu et al. [34], 

2020 

Food-101 
Attention-aware Perceptual 

Enhancement Networks 
VGG-16, ResNet-34 

93.43, 94.06 
Caltech-256 90.21, 92.99 

Stanford Dogs 93.17, 95.94 

Basha et al. [35], 

2021 

Caltech-101 
AutoTune (Bayesian Optimization) + 

DenseNet-121 
Soft max 

95.92 
Caltech-256 86.54 

Stanford Dogs 84.67 

Zhang et al. [36], 
2021 

CIFAR-10 Hierarchical Bilinear CNN model 
using VGG16 

Soft max 
91.75 

CIFAR-100 66.03 

Jung et al. [37], 

2021 

CIFAR-10 
DenseNet and ResNet Sigmoid - 

CIFAR-100 
Hassanzadeh et al. 

[38], 2022 
CIFAR-10 An Evolved Deep CNN model Soft max 98 

Xu et al. [39], 2022 
CIFAR-10 

Selective Kernel Network Model 
Gaussian Process with a 
Function of Multi-layers 

Convolution Kernel 

94.12 

MNIST 99.35 

 

 

5. CONCLUSION 

Generally, image classification works on describing the entire image via extracting features manually 

or utilizing methods of feature learning, and subsequently using the classifier to specify the category of object. 

Accordingly, the process of extracting features from images represents a significant issue. However, the 

appearance of deep learning algorithms holds a succession of innovations in the image classification field and 

presented an outstanding performance on visual tasks. The substantial achievement of deep CNNs is assigned 

to their strong capability of feature learning. Dissimilar to the conventional models of image classification, the 

deep CNNs-based image classification models provide a comprehensive process of learning, in which the input 

is an image, and the process of training and prediction is performed within the neural network, finally, the 

outcomes are produced. These models give up the methods of manual image features extraction and smash the 

deadlock of conventional image classification models. The accessibility of public datasets and codes is 

necessary for any paper concerning deep learning-based image classification models in order that researchers 

are capable of deploying and testing improved models in future directions. 
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