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 The Jahai language is facing extinction primarily because it is among the least 

spoken language among minority groups in Malaysia. This is due to lesser 

speakers and the shift to using a more dominant language. The Jahai tribe is 

one of the community groups living in the Royal Belum Perak State Park. 

People who need assistance from Jahai people often face difficulties in 

communicating with them due to the language barrier. Therefore, a mobile 

translation system was developed to preserve the language. The system 

translates the Jahai terms into Malay language. This way, by using the system, 

other ethnics in Malaysia can understand the language especially when 

communicating with Jahai people. Three main steps are required in the 

translation process; first, key in the text input via special character keypad. 

Then, the system will search the matching word in the database. Finally, the 

meaning of the word will be displayed. The testing results have indicated this 

system is functional and accepted with the SUS score of 94/100. Several future 

recommendations could be made such as including voice search function and 

adding more Jahai terms in other categories so as to improve the functionality 

and usability of this proposed system. 
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1. INTRODUCTION  

Jahai is a sub-ethnic group of the major indigenous peoples of the Negrito tribes [1]. They can be 

found in inland northeast Perak, either near river estuaries or lake coasts (https://www.perakgis.my/ 

jakoa/index.php/kenali-orangasli/suku-kaum-orang-asli/kaum-jahai). They are natives of the Royal Belum 

Perak State Park. They live a nomad life, but with government funding, they now live in settlements with basic 

living necessities such as water and electricity. Their settlements are in Banun, Sungai Tiang and the coast of 

Temenggor Dam. The Jahai language, pronounced Jehai, is a Mon-Khemer (Austroasiatic) language spoken 

on the Mainland of Southeast Asia as well as various parts of India, Bangladesh, southern China, and Nepal 

[2]. The language is used among the Jahai people only. Living in Royal Belum Perak State Park, Jahai is one 

of the ethnic groups who are very well versed in the surrounding areas of the Royal Belum State Park. They 

often receive tourists and researchers eager to learn about Malaysian flora and fauna. However, language 

becomes a barrier [3] between the non speakers and Jahai speakers. A translator is needed to assist them in 

communicating which each other. Moreover, Jahai people also have difficulties in communicating with others, 

especially when they need basic services from hospitals, schools, and markets [4]. 

Recently, instead of direct communication, people connect with each other using internet technology. 

Communication is required not only for social activities, but also for business purposes. To ensure a smooth 

https://creativecommons.org/licenses/by-sa/4.0/
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communication process without having language barriers, both parties must speak the same language; otherwise, 

a translator must be hired to complete the mission. It can be difficult to find a perfect translator, especially when 

dealing with people who speak a relatively uncommon language [5]. Thus, a language translation system is 

required to overcome this issue. By implementing the language translation, a number of limitations can be 

reduced. For instance, there is no need to pay expensive translator charge [6], trustworthy issue can also be solved, 

and extra cost on transportation and accommodation for the translator could be waived [7].  

Various applications, either web-based or mobile, have been developed to assist the people in need 

especially when travelling or on a business trip. One of example and the easiest to use is the application that 

has been offered by Google which is Google translate (https://www.g2.com/products/google-

translate/reviews). This application covers almost all main languages around the world including Bahasa 

Malaysia. The user not only can input the text, but it can be extended into voice searching to ease the translation 

process. Other applications offer advanced technology such as artificial intelligence model (M2M-100 

https://about.fb.com/news/2020/10/first-multilingual-machine-translation-model/), voice recognition 

(Translate Me https://www.g2.com/products/translate-me/reviews) and neural network to translate the 

languages [8], [9]. However, these applications do not include Jahai language as one of the options. Thus, it 

could not solve the communication problem between Jahai and non-Jahai speakers. Many research works have 

been conducted in this area so that more sophisticated applications could be developed to improve the existing 

applications. Besides, some researchers are more likely to preserve the language instead of to commercialise 

the application. Preserving the language by storing the text and pronunciation voice in a database either via 

web-based system or mobile application [10] could help our next generation to learn and understand the 

language.  

The following are some of the existing recent mobile applications available in the market. Each of the 

applications has its own purpose and functions to fulfill the needs of specific users or requirements.  

- Application 1: Morisia: A neural machine translation system to translate between Kreol Morisien and 

English. This system is proposed by Pudaruth et al. [11] which has a similar objective with the proposed 

work where it wanted to preserve the Kreol Morisien language and let other people learn Morisien 

language. It was developed using a deep learning approach based on the transformer model for the 

translation process. It is a user-friendly application that can be downloaded from translatekreol.mu and 

from the Google PlayStore.  

- Application 2: Multilingual machine translation system based on decoder recurrent neural network. This 

system is proposed in order to overcome the traditional language translation system in terms of word 

searching speed. A recursive neural network has been used to develop this system which can translate 

English to Chinese words. The researchers have claimed that this work has improved the BLUE score 

1.51-1.86 compared with the baseline system even though there are several limitations [12].  

- Application 3: Hybrid Filipino-English machine translation system. This system implemented a hybrid 

approach that combined transfer rules and translation templates from the dataset collection. This work 

also preserved the subject-verb agreement and other linguistic issue during the development process [13].  

- Application 4: Other mobile language translation applications. These applications can be downloaded 

from the provider or even from the application store. https://www.g2.com/categories/machine-translation 

has listed a number of applications that are popular among the users in language translation. Some of the 

applications are Google translate that obtained high review scores from the users in terms of ease of use, 

direct text translation, real-time translation and auto-detect language. Unbabel, which is focused on 

business users, offers artificial intelligence and human approaches in translating the language. It works 

with Facebook and Microsoft and many leading brands to help them to communicate effortlessly around 

the world. Translate Me, is the third popular application that helps users to translate using photos and 

voice recognition technology. These applications are really helpful in increasing the productivity of the 

users especially the translators [14]. 

This study proposed a mobile language translation application that could preserve the Jahai language 

for their next generation and communities. In addition, it is aimed to assist other people to learn and understand 

the Jahai language by communicating with the Jahai people without using a translator. Moreover, this proposed 

application is hoped to overcome the communication problems between Jahai people and other people who are 

unable to speak Jahai language but have direct contact with them like doctors, teachers, tourist and other tribes. 

This paper is organized as follows in order to present the whole structure of the proposed work. Section 

1 introduces the background study of the proposed work. Section 2 explains some literature works that might 

increase the readers understanding such as the Jahai language and several language translation methods. 

Section 3 presents the method used to develop the proposed system and section 4 presents the results and 

discussion of the proposed system. Finally, section 5 concludes the overall works. 
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2. RELATED LITERATURE 

This section presents several terms and works that are related to this proposed work. It will be 

narrowed down to the definition of Jahai language, natural language processing, machine translation, 

information retrieval and a number of existing mobile language translation applications. It will increase the 

understanding of the focus issue and the problem that need to be solved. 

 

2.1.  Jahai language 

Due to the elaborate processes of derivational affixation, reduplication, and rich pronominal and 

demonstrative distinctions, the characteristics of the Jahai language are extremely complex [15]. Between 2004 

and 2008, Burenhalt N. published a series of studies on Jahai language, including descriptions of bodily parts 

[16], hydrological lexicon [17], landscape words and typonyms [18], and placement and removal events [19]. 

Later, other researchers expanded on Burenhalt's work, such as Wierzbicka [20] on semantic topology and 

Wegener [21] on Savosavo ethnic body parts. Table 1 presents some of the Jahai terms focusing on odours and 

their meaning in English. Jahai has a rich inventory of sounds, which some of them are not present within the 

English language. For example, most Jahai terms depend on how nasal a specific word is. For example, the 

term ‘kis’. Translated directly without the nasal sound, ‘kis’ means ‘to dig’. But kĩs which sounds like ‘kiss’ is 

actually spoken with air sent through the nose, carries the meaning ‘ghost’ [22].  

 

 

Table 1. Odours terms in Jahai 
Verb Approximate translation Prototypical sources 

cŋəs  ‘to smell edible, tasty’ cooked food, sweets 

crŋir  ‘to smell roasted’ roasted food 

harɨm  ‘to be fragrant’ flowers, perfumes, soap 
ltpɨt  ‘to be fragrant’ flowers, perfumes, soap 

pʔus  ‘to be musty’ old dwellings, mushrooms, stale food 

cŋεs  ‘to have a stinging smell’ petrol, smoke, various plants and insects 
sʔı ̃ŋ  ‘to have a smell of human urine’ human urine, village ground 

 

 

2.2.  Natural language processing 

Natural language processing (NLP) is an area of artificial intelligence (AI) in which computers 

analyze, understand and extract meaning from human language in a useful and smart manner. By using NLP, 

AI developers can organize and structure information to perform tasks such as automated summarization, 

translation, entity recognition, relationship extraction, emotion analysis, speech recognition, and subject 

segmentation. NLP is used to analyze text, which allows machines to understand how humans talk and react. 

This human-computer interaction facilitates real-world applications such as automated text summarization, 

emotion analysis, subject extraction, named object recognition, speech tags, relationship extraction, stemming, 

and more. NLP is commonly used for text mining, machine translation, and automated question-response. With 

the exponential growth of AI and computational technology, current NLP research and implementation also 

includes AI-base machine learning, data mining, deep learning and agent ontology [23]. NLP can be divided 

into two broad areas: core or fundamental, and applications. The core areas address language modeling, 

morphological processing, syntactic processing, and semantic processing [24]. Meanwhile, the application 

areas involve topics, such as chatbot, speech recognition, language translation, recommender systems, spam 

detection, and sentiment analysis [25].  

There are five general steps in natural language processing: i) morphological analysis; ii) syntactic 

analysis; iii) semantic analysis; iv) pragmatic analysis; and v) discourse analysis. Morphological analysis is 

analyzing words into their component parts, free morphs and bound morphs. It involves identifying and 

analyzing the structure or words where the entire chapter of text is divided into paragraphs, sentences and 

words. Syntactic analysis or known as Parsing is analysis of words in the sentence for grammar and arranging 

the words in the manner that shows the relationship among the words. For example, sentence such as “The 

shop goes to man” is rejected by English syntactic analyzer. Next is semantic analysis. It will draw the exact 

meaning from the text by mapping the syntactic structures with objects in the task domain. For example, 

sentences such as “cold fire” will be disregarded. Discourse integration is where the meaning of the sentence 

just before it is taken into consideration when deriving meaning of a text. This consequently can bring about 

the meaning of immediately succeeding sentence. Finally, yet importantly, the Pragmatic analysis re-interpretes 

the text on what it actually meant. It also involves deriving the aspects of the language, which require real 

world knowledge [26]. 
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2.3.  Machine translation  

The automatic translation of one language into another using a software programme is known as 

machine translation. Large amounts of data can be translated in a short amount of time without the need for 

human interaction. The publication of Warren Weaver's Memorandum of Translation in 1949 marked the 

beginning of modern machine translation. Rule-based, statistical machine translation (SMT), corpus-based, 

and neural machine translation (NMT) are some of the machine translation methodologies employed [27]. In 

the 1970s, the rule-based method to machine translation was introduced. For each language pair, a vast number 

of linguistic rules and bilingual dictionaries are required to parse text. As a result, a sentence from a source 

language to a target language with complicated rule sets and huge lexicons would be produced. They succeeded 

in translating text into glossed sign language corpora, which is an example of research for this approach [28].  

The statistical machine translation outcomes are more fluent and understood by the user than the rule-

based technique. This is due to the fact that this method makes use of statistical models derived from the 

examination of monolingual and bilingual corpora. Unfortunately, this method requires a lot of CPU and 

hardware resources. The outcomes are similarly unpredictable and inconsistent [29]. However, the corpus-

based technique compares the translated text to its original text in a parallel corpus or to another corpus built 

with similar design requirements in the same or another language. The drawback for this technique is that the 

translation is heavily dependent on the parallel corpus to achieve high quality results. Generalizing the 

translation would result in low quality translation. 

The neural machine approach extends and simplifies the statistical machine translation approach since 

the result satisfies user expectations better than other approaches. This is accomplished by employing the 

developed statistical model to train neural networks to achieve translation without having to go through the 

statistical machine learning pipeline of specialist systems. Google Translate is the most well-known example. 

However, there are certain drawbacks to using these systems, such as domain mismatch, a large amount of 

training data, unusual words, extensive sentences, word alignment, and beam search [28]. 

 

2.4.  Neural machine translation 

2.4.1. Artificial neural network 

Artificial neural network (ANN) is a structure made up of machine learning algorithm where the 

artificial neurons make the central computational unit. The neurons focus on uncovering the underlying patterns 

or associations within the data collection. This process is somewhat similar to how the human brain does during 

making a decision. An ANN have thousands or more of artificial neurons called processing units interconnected 

by nodes. These processing units consist of input and output units. The input units are provided with different 

types of knowledge structures based on an internal weighting system. The neural network will then find 

information to prepare an output report. Just as people need rules and instructions for a result, ANNs often use 

learning rules set which is backpropagation. ANN is known as feed-forward neural network because inputs are 

processed only in the forward direction. ANN can be used to solve problem related to tabular data, image data 

and text data [30]-[32].  

 

2.4.2. Deep neural networks 

Deep neural networks are multiple layers of ANN that carry out the machine learning process. The 

first layer will receive and process the raw input and passes it to the next layer. The processing will continue 

throughout all the layers until the network achieves the desired result. There are many types of deep neural 

network (deep learning) tools for natural language processing (NLP) such as recurrent neural network (RNN) 

and long short-term memory (LSTM) [11]. Recurrent neural network (RNN) is an ANN that processes temporal 

data. Standard neural machine translation system is an end-to-end neural network, in which the source sentence 

is encoded by an RNN called encoder, and the targeted sentence is decoded using another RNN which is 

decoder. The encoder will read a source sentence one word at a time and will summarize the entire source 

sentence in its last hidden state. Backpropagation is used by the RNN decoder to learn this summary and returns 

the translated version. RNNs is bound with the problem of vanishing or exploding gradient problem, where 

depending on the activation functions used, information rapidly will get lost over time. Consequently, the 

RNNs will experience difficulty memorizing previous words which are far from the sequences and could only 

make predictions based on the recent words only [33]. Long short-term memory (LSTM) is a network that 

solves the vanishing or exploding gradient problem. This network uses gates and an explicitly defined memory 

cell. The gates function to safeguard the information by stopping or allowing the flow of it. The input gate will 

determine how much is the information from the previous layers get stored in the cell. The output layer takes 

the job on the other end and determines how much of the next layer gets to know about the state of a cell. The 

forget gate will stop certain information from flowing into the cell so that the network can forget some 

characters from previous sentences [32].  
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2.5.  Information retrieval 

Information retrieval is a process of searching for knowledge or information that involves data 

acquisition, retrieval and organization. The information not only focuses on the text but has been extended into 

image, video, medical data and chemical structures. Due to the various type and characteristics of data, the new 

digital repositories have tremendously evolved [34]. An information retrieval system must enable three 

essential processes: the representation of document content, the representation of the user's information 

demand, and the comparison of the two representations. There are two main processes in information retrieval; 

indexing and query formulation. Indexing involves processing documents, while query formulation is a process 

of representation of user’s need. Both processes will go through the matching phase or also known as 

comparing process between the query and documents available in the database. The matching query or 

document is then returned to the user as a result. There are many models and techniques introduced by recent 

researchers such as Boolean model and vector space model (VSM) for document searching and Signature file 

and inversion indices for indexing process [35]. Some of the applications that implement information retrieval 

are digital library, media search and search engines. 

 

 

3. METHOD 

The development of the system follows the mobile application life-cycle. The cycle consists of four 

phases which are requirements specification, development modeling, design and development, and testing and 

deployment. The specification of the system is obtained from the literature review of existing systems and also 

from the existing web-based system. It is an enhanced version of the web-based system that requires the 

development of a mobile application to improve user experience and functionality. After obtaining the specific 

requirements, the application starts to be modelled, designed and developed according to user requirements. 

Finally, the final version of the proposed application was tested and deployed. 

 

3.1.  The workflow of the system 

Figure 1 presents the architecture of the proposed application. The dataset consists of Jahai and Malay 

languages and being included into a cloud database for text searching purposes. Currently, Jahai words are 

taken from the previous version [36] where the words have been originally collected from the research works 

done by Burenhalt [16]–[18], [22] and from the interview session with the Jahai ethnic itself. There are two 

types of users, end user and admin. The end user needs to key in the text either in Jahai or Malay for the 

translation process. The output will be displayed after the search engine finds the matching word. Meanwhile, 

the admin is responsible for managing the application such as inserting, deleting and updating the words. The 

application is developed for mobile users and can be implemented in either Android or IOS platform. 
 

 

 
 

Figure 1. System architecture of the proposed application 
 

 

The flow of the translation process is as follows. The user displays the main page of the Jahai language 

repository application and chooses the mode of language that he or she wants to translate. Then, the user needs 

to key in the terms to start the translation process. If the user is an administrator, he or she needs to login to the 

system to manage the terms that have been stored in the repository. The management tasks involve view word, 

update word, delete word and insert new word into the system. Both users can view the output of the translation 

process at the display page. The details of the pages are shown in the following sections. Figure 2 presents the 

basic flow of the translation process for both users.  
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Figure 2. Flow chart of the proposed work 

 

 

4. RESULTS AND DISCUSSION 

The Jahai-Malay translation application can be used by anyone interested in learning the Jahai 

language. The first version of the proposed application [36] only offers translation from Jahai to Malay or from 

Malay to Jahai Languages. However, this application also includes the English term when it displays the 

translation result. Besides, the result page also provides a description of the search word to increase the 

understanding of the user. To use this application, users are required to install a special character keypad known 

as the international phonetic alphabet (IPA) keypad. This is because, Jahai terms consist of several alphabets 

that are not commonly used in Malay or English words. Figure 3 shows the main interfaces of the application 

which (a) indicates the instruction setting for IPA keypad, (b) page to enter the Jahai or Malay term, and (c) 

the of IPA keypad. Figure 3(a) shows the page that instructs the user to install the IPA keypad for two different 

users either using Andriod platform or iOS platform. Meanwhile, Figure 3(b) will receive the input from the 

user. The user can enter the Jahai term and also select the translation mode either from Jahai to Malay or from 

the Malay to Jahai at the bottom of the page. Then, Figure 3(c) displays the page with the IPA keypad to ease 

the user in using special character to write the Jahai term for the translation process. 
 
 

   
(a) (b) (c) 

 

Figure 3. Jahai language repository main page s where (a) is an IPA keypad setting page, (b) the keyword 

searching page, and (c) the IPA keypad 
 
 

Figure 4 demonstrates other pages in the proposed application where (a) shows the example of the 

translation output, (b) the main page for admin, and (c) setting to add a new term in the repository. Figure 4(a) 

demonstrates the example output of the translation process that provides the Malay term, description and the 

category of the entered Jahai word. For example, when user keys in character “s” in the search box, the page 
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will display the matching result under Translation section. The results will display the selected term with other 

descriptions such as the term in Malay definition, description of the term and also the category of the term. 

Figure 4(b) is created for the admin user to manage the words stored in the repository such as inserting and 

deleting words in the repository. For example, if the admin wants to add a new term, he or she needs to choose 

“Manage Terms” function and add the required term. Figure 4(c) demonstrates how the function of adding new 

term to the repository is done when the admin chooses “Manage Terms” function. Four input details are needed 

to add a new term to the repository which are i) Jahai term, ii) Malay term, iii) Description, and iv) Term 

category. Other additional functions available for admin are, to check account in “My Account”, to alter 

settings in “Setting” and to learn more on how to use the application in “How to use” function.  
 

 

   
(a) (b) (c) 

 

Figure 4. Other available pages where (a) the translation output page, (b) the admin page, and (c) adding new 

term page 
 

 

4.1.  Results discussion 

Two evaluation measures namely black box functionality test and system usability scale (SUS) test 

have been conducted to evaluate the performance of the proposed application. The black box functionality test 

is specifically used to evaluate the functionality of the application [37]. Table 2 indicates the results of the 

functionality test on the proposed application’s main functions. It showed that all provided functions are well-

functioning and can be accepted for this version. Meanwhile, the SUS test was conducted to evaluate the 

feedback received from the end-users regarding the usability of the specified requirements, especially on the 

interface. These tests are conducted by providing several questions that are constructed based on the standard 

specified questions. 
 

 

Table 2. The functionality test results of the proposed application 
No Features Expected results Observation Results 

1. Jahai-Malay language 

translation menu 

User can select Jahai language 

option 

User can select the Jahai language 

option 

Accepted  

2. Malay-Jahai language 

translation menu 

User can select Malay language 

option 

User can select the Malay language 

option 

Accepted  

3. International phonetic alphabet 

(IPA) keypad 

User can install the IPA keypad 

User can use the IPA keypad 

User can install the IPA keypad 

User can use the IPA keypad 

Accepted  

4. Administrator login page Admin can login to admin page Admin can login to admin page Accepted  

5. View word Admin can view existing words 

stored in the repository 

Admin can view existing words 

stored in the repository 

Accepted  

6. Update word Admin can update existing words in 

the repository 

Admin can update existing words in 

the repository 

Accepted  

7. Delete word Admin can delete existing words in 
the repository 

Admin can delete existing words in 
the repository 

Accepted 

8. Insert word Admin can insert words in the 
repository 

Admin can insert new words in the 
repository 

Accepted 

9. Translation page User can view the result of the 

search word 

The description of the search word is 

displayed 

Accepted 

 
 

Table 3 indicates the results of the system usability scale (SUS) test that has been conducted to 10 

randomly selected respondents aged 30 to 50 years old Malaysian citizens who volunteered to test the proposed 
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application. The respondents were selected without considering educational qualification, personal 

background, or expertise in any specific field. The aim is to obtain their response towards the design of the 

interface, which will help to improve the usability and functionality of the proposed application. A Lickert 

scale from 1 to 5 which represents strongly disagree until strongly agree is used to obtain the response given 

by the respondents. Table 3 lists the 10 questions presented to the respondents. As can be seen, the questions 

consist of positive and negative statements. The response to these statements, once calculated will produce the 

SUS score and the overall result of the user acceptance towards this application. The SUS score obtained is 

divided into three categories; not acceptable if the score is below 50, marginal if the score is above 50 and 

below 68 and acceptable if the score is above 68. 
 

 

Table 3. SUS questions 
Number Questions 

1 I think that I would like to use this project frequently. 

2 I found the project unnecessarily complex. 

3. I thought the project was easy to use. 
4. I think that I would need the support of a technical person to be able to use this project. 

5.  I found the various functions in this project were well integrated. 

6. I thought there was too much inconsistency in this project. 
7. I imagine that most people would learn to use this project very quickly. 

8. I found the project very cumbersome to use. 

9. I felt very confident using the project. 
10. I needed to learn a lot of things before I could get going with this project. 

 

 

According to the SUS score obtained from the responses, out of 100, the proposed application obtained 

94 points which is above the average value. This score indicates ‘acceptable to be applied’. Figure 5 presents 

the score for even and odd questions for each respondent and Figure 6 shows the SUS score of each respondent. 

The overall result indicates all respondents accept the design and are satisfied with the interface of the proposed 

application. However, only one respondent, which is respondent 6 gave a low score of 87.5 compared to other 

respondents. This is maybe because the respondent did not really want to use this application, or the available 

features did not fulfill their needs. 
 

 

  
  

Figure 5. Score on odd and even questions for each 

respondent 

Figure 6. SUS score for each respondent 

 

 

5. CONCLUSION 

As a conclusion, the Jahai language repository application does give a positive impact to the Malaysian 

community, especially to the people who wants to learn and preserve Jahai language for their next generation. 

Moreover, this application could become a mobile translator to anyone who needs to communicate with Jahai 

speakers efficiently. Thus, the number of human translators could be reduced and no additional cost is required. 

In addition, according to the evaluation results, a lot of improvement can be made in order to increase the 

interest of people in using this application. One of the major improvements that can be made is to apply voice 

recognition technology, so that people with disabilities in entering the text or having other difficulties using 

the IPA keypad can make use of this feature. Furthermore, this application can include more foreign languages 

such as English, Chinese and Tamil and other international languages to get higher volume of users. 
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