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 Shortest path problem has emerged to be one of the significant areas of 

research and there are various algorithms involved in it. One of the successful 

optimization techniques is genetic algorithm (GA). This paper proposes an 

efficient hybrid genetic algorithm where initially we use a map reduction 

technique to the graph and then find the shortest path using the conventional 

genetic algorithm with an improved crossover operator. On comparing this 

hybrid algorithm with other algorithms, it has been detected that the 

performance of the modified genetic algorithm is better as comparison to the 

other methods in terms of various metrics used for the evaluation. 
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1. INTRODUCTION  

In case of road network problems, one of the main task is to search the shortest path. We come across 

many problems such as total travel time, finding the minimum cost path and the path with lowest amount of 

traffic congestion. Dijkstra’s algorithm finds the shortest path but it is not capable of finding the shortest path 

in case of difficult situation or crisis. Genetic algorithm (GA) is an evolutionary algorithm which give the 

solution to this problem using Darwin’s evolution theory [1], [2]. Traditional genetic algorithm starts with a 

group of individuals which are known as chromosomes. Genetic algorithm is capable of solving any type of 

problem which can be represented by chromosome encoding [3].  

This paper suggests an amalgamated algorithm which first reduces the size of the graph using a 

reduction algorithm and then uses the evolutionary algorithm to discover the optimized route from the starting 

to the ending vertex. In this case as the number of nodes are reduced hence the total time complexity is also 

less. Also since there are a number of feasible paths so in case of tough situation where a particular path cannot 

be selected due to some unforbidden circumstances like traffic jam, then in that case the user has the option of 

selecting the next most suitable feasible path. The arrangement of the remaining paper is as follows: Section 2 

describes the associated works regarding the techniques used for finding the shortest distance. Section 3 

describes the future framework or methodology used to find the best path. In section 4 we discuss and draw 

conclusions based on the final results. In section 5 we write the conclusions. 
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2. METHOD  

In case of network analysis, numerous studies have been conducted which resulted in a number of 

approaches to find the shortest path under various conditions. Dijkstra’s algorithm is a very common algorithms 

to which is used to search the shortest path [4], [5]. An improved version of Dijkstra’s algorithm was proposed 

for sparse network [6]. An extended Dijkstra’s algorithm was proposed which extends the conventional method 

in order to obtain the solution in a specified time [7]. In another technique a distributed streaming computing 

system and lightweight index is built to develop efficient shortest paths [8]. Genetic algorithm uses the vehicle 

travel distance to optimize the shortest path [9]-[11]. Another approach is to find an operative genetic algorithm 

which finds the optimal path using the method of fuzzy logic [12]. Generally genetic operation starts with a 

selection operator which picks the most suitable chromosomes to produce the ideal solution [13], [14]. Then 

the operators such as crossover and mutation are applied to prevent early convergence of solutions [15]-[18]. 

In order to develop a hybrid genetic algorithm to improve the effectiveness of the algorithm we consider Taxi 

dataset of New York City [19], which includes the pickup time, number of passengers, geo-coordinates, and 

several other variables. Millions of travel trajectories that occurred in New York City are included in this dataset. 

 

 

3. PROPOSED FRAMEWORK/METHOD 

The hybrid genetic algorithm consists of two strategies. In the first strategy we reduce the graph using 

a graph reduction technique in which we keep only the set of nodes which consists of the source, destination 

and the main intermediate nodes in order which calculates the shortest path. In the second strategy we propose 

a new mutation process which is considered as another local optimization technique. If the probability of 

mutation is set to a high value, then the genetic algorithm will hardly converge and on the other hand if the 

mutation probability is small then it will be trapped in local optima [20]-[23]. In this paper we have assigned 

the mutation probability to be 0.05. In this proposed mutation process we assign a random number to each 

node. If the number is less than the mutation probability, then corresponding node is changed with the second 

node whose value is lower than the mutation probability. If there are odd number of nodes with value less than 

the mutation probability, then the last node is discarded. In this process the mutated nodes are swapped in a 

sequential manner. In this method no duplicates are generated. 

The computation results show that the method which is proposed gives us much improved paths as 

compared to the conventional genetic algorithm and it has an acceptable computation time. An algorithm is 

designed which is used to evaluate the set of shortest paths and select any two paths which are considered as 

chromosomes. These chromosomes are fused to find the next generation. The individual from the next 

generation will be the shortest path. Delay time is due to congestion in the path which reduces efficiency and 

increases the travel time. In case there is congestion in a path then we have multiple options to reach our 

destination which is not there in the case of Dijkstra’s or Kruskal’s algorithm. Our proposed work can handle 

delays as well as multiple options to reach our destination. 

In our proposed algorithm we consider an arbitrary graph of 25 nodes where each node represents a 

point in the real-world coordinate specified by its latitude and longitude. The graph G (V, E) shows the 

collection of vertices and edges. The collection of vertices V= {A, B, C, D…., V, W, X, Y} and the collection 

of edges is considered as E. The arbitrary graph with the nodes is in Figures 1 and 2 whereas the tabular 

representation of the distance is shown in Table 1.  
 
 

 
 

Figure 1. Nodes representing the various cities 

 
 

Figure 2. Arbitrary graph representing the 

various cities 
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The arbitrary graph given in Figure 2 which consists of 25 nodes is reduced into a subgraph by 

implementing the “graph reduction algorithm”. Since the number of nodes reduces from 25 to 10, the execution 

time to search the shortest path also decreases. The graph reduction algorithm consists of the first creating a 

Levelled graph, then deleting the dead nodes to remove the unwanted nodes and finally it uses the backtracking 

algorithm to keep only the required nodes. The algorithm 1 is as: 

 
Proposed Algorithm 1 for Graph Reduction 

Step 1: Start 

Step 2: Select the temporary source vertex (SVertex) and the destination vertex (DVertex) 

Step 3: The FIRST LEVEL is generated. 

Step 4: Put the SVertex in this level. 

Step 5: All the nodes connected to SVertex are added to the Queue. 

Step 6: We find all the nodes connected to the SVertex in the same level. In case there are 

still some untraversed nodes then SVertex will be the same level untraversed node and goto 

Step 7 else goto Step4. 

Step 7: Generate the next level. 

Step 8: In this current level the queue is added. 

Step 9: In case we find that the terminal node and all nodes are navigated in the same level 

then goto Step 10 else SVertex is equal to the next node which is not traversed in the same 

level and goto Step 5. 

Step 10: Now we remove the dead nodes of the graph by deleting the nodes whose connecting 

edges connects to nodes in the same level or the previous level. 

Step 11: In the nth level we keep only the destination node and remove the remaining nodes. 

Step 12: Delete the successor node from the previous level in case the surviving node does 

not have a connecting edge otherwise goto Step 14. 

Step 13: Repeat Step 12 

Step 14: Repeat Step 11 so that in the nth level only the destination node is there, and all 

other unwanted nodes are deleted. 

Step 15: End 

 

When we implement this algorithm on the arbitrary graph given in Figure 2 where ‘C’ is the source vertex and 

‘Y’ is the destination, then we first get a levelled graph as shown in Figure 3, in which the dead nodes A, D, I, 

S and W will be deleted. By applying the backtracking technique, we remove the unwanted nodes from the 

levelled graph given in Figure 3, where we delete the dead nodes and the nodes which will not lead to the 

destination. Thus, we get a reduced graph consisting of 10 nodes as given in Figure 4. 
 

 

 
 

Figure 3. Levelled graph 

 
 

Figure 4. Reduced levelled graph 

 

 

Since the subgraph contains a smaller number of nodes as compared to the main graph, the execution 

time as well as the search space is also reduced. In Figure 4 the possible paths from the source vertex ‘C’ to 

destination ‘Y’ will be represented by the chromosomes given in Figure 5. These are the chromosomes which 

are generated after implementing the graph reduction algorithm. All these chromosomes represent the possible 

feasible solution from the source vertex C to the destination Y. Since we have several feasible solutions, we have 

a variety of alternate choices in case of unpredicted conditions. 
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Figure 5. Representation of possible paths as chromosomes 
 

 

From this group of shortest paths, we find the shortest path by implementing chromosomal fusion. 

The quality of the chromosome can be improved by the selection process which depends on the chromosome’s 

fitness value. We apply a simple and effective selection operator which is the tournament selection method 

[24], [25]. To produce high-quality offspring, crossover, and mutation operators, as well as their probabilities, 

are very important. The frequency of crossover and mutation is expressed as a probability. In case the crossover 

probability is 0% then the offspring generated will be a duplicate copy of their parents and in case 100% is the 

probability then all offspring are made by crossover. In this case we will be using the China National Petroleum 

Corporation (CNPC) crossover operator [15]. The goal of the crossover of chromosomes is to pass on the good 

parts of the parent chromosomes to their offspring. 

Mutation operator helps us to get stuck in local optima and improves the chances of achieving the 

global optima. We use a mutation operator with the intention to prevent it from getting stuck in the local 

optimum and it also increases the possibility to find the global optima. The frequency in which the parts of the 

chromosome will be mutated will be given by mutation probability. If the mutation probability is 0% then 

nothing is changed from the chromosome but if it is 100% then the entire chromosome is altered. 

In our proposed method the mutation probability is 0.02 and the probability of crossover to be 0.8. In 

our mutation strategy we select a path from the chromosomes and assign two random integer numbers between 

2 and (N-1) where the number of nodes is considered as N. All nodes between these numbers are reversed. If 

the new path is lower than the initial path, then the main selected route is reconstructed with the new 

arrangement otherwise this new path is discarded. The pseudo code of our proposed method is: 

Step 1: Reduce the graph using a new graph reduction technique. 

Step 2: Choose the initial paths. 

Step 3: Evaluate each path length. 

Step 4: Calculate the path’s average length. 

Step 5: Select the best ranking paths using tournament selection method. 

Step 6: Apply CNPC crossover operator [15]. 

Step 7: Apply a mutation operator. 

Step 8: Evaluate each path’s length. 

Step 9: Determine the average path length. 

Step 10: Repeat Steps 5 to 9 until termination condition has reached.  
 
 

4. RESULTS AND DISCUSSION 

The outcome of the proposed algorithm is discussed in this unit. The planned system is exposed to 

various experiments for evaluation and comparative study is done for the proposed algorithm with other 

competitive algorithms such as conventional genetic algorithm, Dijkstra’s-algorithm, particle swarm 

optimization (PSO) algorithm and artificial-bee-colony (ABC) algorithm. The comparison of these approaches 

is done with respect to processing time, travel time and average vehicle throughput. When compared to 

previous approaches, the proposed algorithm is observed to generate more encouraging results.  

Table 1 depicts the performance of the modified genetic algorithms (GA) with the existing algorithms 

such as conventional genetic algorithm, Dijkstra’s-algorithm, PSO algorithm and ABC algorithm. It has been 

observed that the modified genetic algorithm outperforms the other algorithms. In Table 2 we notice that the 

computing time of the modified GA is comparatively less than the other algorithms by doing a comparative 

study of optimal solutions. Table 3 shows the eight different values that we obtain for the modified genetic 

algorithm from which we select the optimal distance 118.21 (km). Figure 6 shows the processing time of the 

various algorithms, and it has been observed that the processing time of the modified GA is better. 
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Table 1. Comparison of the modified genetic algorithm's performance with those of the existing algorithms 
System of neasurement Number of 

nodes 
Proposed 

modified GA 
GA Dijkstra’s 

algorithm 
PSO 

algorithm 
ABC 

algorithm 

Processing time (sec) 100 220 273 313 240 234 

 200 371 411 482 403 398 

 300 619 673 703 643 656 
 400 785 871 920 882 892 

 500 1002 1138 1270 1187 1183 

Travel time (min) 100 233 284 341 276 260 
 200 381 422 498 396 399 

 300 671 704 771 723 735 

 400 745 808 882 790 795 
 500 1078 1140 1230 1108 1139 

Average Vehicle throughput 100 190 219 275 284 270 

 200 380 456 532 590 570 
 300 568 678 720 696 690 

 400 772 850 912 990 906 

 500 962 1029 1076 998 1002 

 

 

Table 2. Comparison of optimal solution 
 Iterations Computing time (S) Optimal solution (Km) 

Results of GA 1000 224.7 135.26 
Results of Dijkstra’s algorithm 1000 356.78 171.82 

Results of PSO algorithm 1000 213.02 132.83 

Results of ABC algorithm 1000 211.82 135.02 
Results of Modified algorithm 1000 8.23 142.03 

 6000 22.46 118.21 

 

 

Table 3. Result obtained while performing 8 times 
No. of Times Result 

1 120.29 

2 123.42 

3 122.34 
4 119.43 

5 118.21 

6 123.24 
7 119.82 

8 118.21 

 

 

The Figures 6-8 illustrates that the performance of the modified genetic algorithm with a two-step 

optimization technique of first using the graph reduction and then performing the optimization gave better 

results in contrast to other general conventional algorithms. In the network the number of nodes is denoted in 

the x-axis whereas y-Axis denotes the processing time, travel time and the average vehicle throughput.  

 

  

 
 

Figure 6. Analysis of the various algorithms' 

processing times 

 
 

Figure 7. Comparison of the various algorithms' trip 

duration 
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In the case of the modified GA the initial graph was reduced using the graph reduction technique. The 

number of initial nodes was 25 which was reduced to 10 nodes. Around 156 samples were selected which were 

first reduced using the reduction technique and then the main parameters of GA were set as follows. The routes 

were selected using the tournament selection method. We used the crossover operator [15] and then we set the 

value of 0.05 to the mutation probability. The proposed method was tested on a New York City dataset and its 

efficiency was compared with the traditional GA methods, ABC algorithm and PSO algorithm as shown in 

Figure 7. Also, a comparative study of the average vehicle throughput for the different algorithms was done as 

shown in Figure 8 and the performance of the modified algorithm was comparatively better. The main 

parameter which was considered was its runtime and the accuracy of the answer and it was observed that we 

get an upgraded solution for this proposed genetic algorithm in contrast to the other algorithms. Figure 9 takes 

into consideration the tour length and the iteration number of the various methods, and it shows an improvement 

in the modified GA in comparison to other techniques. 

 

 

 
 

Figure 8. Comparison of the average vehicle 

throughput for the different algorithms 

 
 

Figure 9. Comparison of the tour length Vs iteration 

number in the different methods 

 

 

5. CONCLUSION 

This paper consists of an improved hybrid genetic algorithm used to find the shortest paths. The proposed 

method consists of two local optimization strategies. The first strategy is a graph reduction technique which keeps 

only the important nodes used to find the shortest paths. The second optimization technique is a new mutation 

process whose intention is to avoid the path from getting stuck in local optima. The computation results show that 

the path which is proposed gives better results as compared to the other conventional algorithms. 
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