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 Sensor networks have helped wireless communication systems. Over the last 

decade, researchers have focused on energy efficiency in wireless sensor 

networks. Energy-efficient routing remains unsolved. Because energy-

constrained sensors have limited computing capabilities, extending their 

lifespan is difficult. This work offers a simple, energy-efficient data fusion 

technique employing zonal node information. Using the witness-based data 

fusion technique, the evaluated network lifetime, energy consumption, 

communication overhead, end-to-end delay, and data delivery ratio. Energy-

efficient data fusion optimizes energy utilization using squirrel search 

optimization and a recurrent neural network. The method allows the system 

to recognize a sensor with excessive energy dissipation and relocate data 

fusion to a more energy-efficient node. The proposed model was compared 

against artificial neural network-particle swarm optimization (ANN-PSO), 

cuckoo optimization algorithm-back propagation neural network (COA-

BPNN), Elman neural network-whale optimization algorithm (ENN-WOA), 

and extreme learning machine-particle swarm optimization (ELM-PSO). The 

model achieved 94.50% network lifetime, 26.63% communication overhead, 

93.85% data delivery ratio, 10.50 ms end-to-end delay, and 282 J energy 

usage. 
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1. INTRODUCTION 

Data fusion combines observations from multiple sensors to comprehensively represent a process or 

environment [1]. Robotics uses data fusion for object detection, mapping, and localization. Data fusion reduces 

network traffic and energy usage by combining data from many sensors [2], [3]. Wireless sensor networks 

(WSN) applications may also have time-constrained communications. Using a dense network (more nodes per 

m2) could be beneficial. Dense networks require complicated management solutions. Some data fusion systems 

can manage message losses, delays, and discards, allowing for greater flexibility in network technology and 

data distribution [4], [5]. Data fusion analyzes all sensory data to get more exact information. Data fusion 

improves information collection, network capacity, and longevity [6]. According to the latest survey, routing-

based tactics for boosting data fusion remain the most popular compared to classic optimization schemes. 

https://creativecommons.org/licenses/by-sa/4.0/
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Routing-based techniques place a major emphasis on numerous symptomatic communication problems. If the 

environment changes, one routing system's solutions may no longer apply to another. Most routing algorithms 

use a deterministic rather than a probabilistic approach to improve simulation accuracy [7], [8]. 

The data fusion method did not solve this problem. Traditional optimization relies more on node 

knowledge and communication, requiring heuristics [9]. Such techniques fail in dynamic mobile sensor 

networks. New energy-related mathematical models are needed. 90% of the study depends on a single 

parameter for decision-making, which is incorrect given that the sensor can gather various environmental data 

[10]. Existing approaches differ from normal data fusion algorithms, so research into enhancing data fusion 

performance focuses less on WSN energy efficiency. Analytical modeling improves data fusion [11] existing 

solutions do not address energy dissipation concerns in data fusion systems, resulting in a larger loss of 

transmission energy [12]. Data fusion approaches need to balance energy economy and algorithm performance 

satisfactorily. Regarding resolving the issues, they are more symptomatic [13], [14]. Therefore, the issues 

mentioned above are recognized as being relevant to the proposed research. The problem statement is presented 

as: “It is a difficult challenge to create a new algorithm that assures energy-efficient data fusion procedures for 

large-scale sensor networks” [15]. As a result of the proposed effort, a framework that can assure efficient data 

fusion techniques and prospective energy-saving systems will be developed. 

This paper aims to offer a simple and very efficient data fusion technique that uses the nodes' zonal 

information to accomplish energy-efficient data fusion. The remainder of the paper is divided into the parts 

that follow. Various literature studies from recent papers are presented in section 2, while the proposed model 

with structural analysis is discussed in section 3 of this paper. The performance analysis was discussed in 

section 4, and section 5 represents the conclusion and future works. 

 

 

2. LITERATURE REVIEW 

The research works in [12], [13] discuss wireless routing protocol (WRP), a new protocol that 

concentrates more on pathways promises to extend system life. In WRP, the sink node aggregates each node’s 

wake-up time. The sink center is notified to analyse the wake-up times of every sensor node, even if some are 

far away. Dropped connections are utilized to choose a non-flooding path. Energy aware geographic routing 

protocol [13] is a WSN energy protocol (EAGRP). This technique increases the scheme's energy efficiency. In 

the past, researchers employed a normal routing approach without ensuring energy efficiency. Routing 

algorithms lack redundancy checks, requiring retransmission. Two nodes from different clusters use the same 

transmission technique. Existing data routing systems are faster but require more energy. Routing techniques 

fail in evolving wireless sensor networks [14], [15]. The current literature and commonly used approaches only 

address a subset of research problems, leaving others unresolved. Early research modelled data accumulation, 

not fusion. These solutions only work with fusion-based methods. No studies have examined data fusion to 

improve sensor network energy efficiency. Most current techniques improve communication performance by 

adding complexity. Artificial neural network (ANN), genetic algorithm (GA), and support vector machine 

(SVM) require more iterations and longer epoch values, making them unfeasible for sensor nodes with low 

resources. These aspects are crucial for establishing WSN data fusion to boost energy efficiency. 

 

 

3. METHOD 

The primary objective of data fusion was to avoid redundant data transmissions and, as a result, extend 

the life of sensor nodes in WSNs. Data fusion is a process of one or more sensors gathering perceived results 

from various sensors and processing them before transmitting them to the sink or base station (BS). The most 

basic type of data fusion functionality was duplicated suppressions, which means that if more than one or 

additional sources transmit identical data to the node of data fusion, it will transmit just a single data copy [15]–

[17]. Data fusion was critical in WSN because it included direct transmissions of fused data to the BS, which 

was costly. After all, the BS may be located from a long distance, and sensor nodes in the networks require 

greater energy power for transferring data over longer distances. As a result, a preferable method was that 

fewer nodes might send information to this long distance and were referred to as cluster heads (CH) of separate 

clusters in a WSN. The data fusion node in this witness-based fusion does not directly transfer its result to the 

BS but rather evaluates the result’s message authentication code (MAC) (MAC a proof). When the data fusion 

node receives this information, it sends the proofs to the BS. If the data fusion node is compromised and 

delivers an invalid fusion result to the BS, it must produce invalid proofs on the erroneous result [18]. Figure 

1 represents the flowchart of the method. 
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Figure 1. Flowchart of the proposed model 

 

 

3.1.  Squirrel search algorithm 

In the squirrel search algorithm (SSA) implementation, the energy of the sensor node was believed to 

be similar to that of the food supply of squirrels for energy-efficient clustering. Similarly, the movement of the 

squirrel in SSA corresponds to a change in the position of the cluster head. Flying squirrel movements from 

acorn or regular tree to hickory are linked to the clustering of less energy nodes going towards higher energy 

nodes. The best cluster heads are chosen using fitness factors derived from the energy of the sensor node, and 

the distance between the interacting parts was the primary issue of energy consumption. The WSN is 

represented by n sensor nodes and k optimum cluster heads, and the cluster head selection is accomplished as: 

− Step 1: initialize the network population with k arbitrarily nominated cluster heads. 

− Step 2: evaluate the objective function of every sensor node in the network. 

− Step 3: sort the node's location in ascending order and divide the nodes into three locations. 

− Step 4: generate the new location of the nodes using the squirrel search optimization algorithm. 

− Step 5: check the seasonal monitoring condition of the cluster heads. 

− Step 6: if the seasonal monitoring condition is true, random relocation of the nodes using the 𝐿𝑒𝑣𝑦 

distribution. 
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− Step 7: steps 2 to 6 are repeated up to the maximum limit of the round reached. 

The squirrel search algorithm simulates the gliding foraging activities of southern flying squirrels in 

Europe and Asia’s deciduous woodlands. Squirrels glide from tree to tree in quest for food during warm 

weather. Acorn nuts easily met their energy needs. Then they look for winter-stored hickory nuts (the greatest 

meal). In cold winters, they store hickory nuts for energy. Flying squirrels become active when the weather 

warms. The above method was repeated over the squirrels’ lifetimes, forming the SSA. The optimization can 

be mathematically described using squirrel food foraging [19]. Parameterize the algorithm. The SSA’s 

important parameters include maximum iterations (Itermax), population size (𝑁𝑃), decision variable number 

(𝑛), predator presence probability (𝑃𝑑𝑝), scaling factor (sf), gliding constants (𝐺𝑐), and decision variable lower 

and upper bounds (𝑆𝐿) and (𝑆𝑈). The SSA function started with these parameters. Squirrel sorting and 

placement: randomly initializing squirrel locations in search space: 

 

𝑆𝑖,𝑗 = 𝑆𝐿 + 𝑟𝑎𝑛𝑑( ) ∗ (𝑆𝑈 − 𝑆𝐿), 𝑖 = 1,2, … , 𝑁𝑃, 𝑗 = 1,2, … , 𝑛 (1) 

 

where rand () is a random number with a uniform distribution in the interval [0, 1]. The value of fitness 𝑓= (𝑓1, 

𝑓2, ..., 𝑓𝑁𝑃) of a squirrel's position was computed by changing the decision variable values into the fitness 

functions in (2) and then, in ascending order, the quality of food sources specified by the fitness value of the 

flying squirrels' locations is sorted as in (3): 

 

𝑓𝑖 = 𝑓𝑖(𝑆𝑖,1, 𝑆𝑖,2, … , 𝑆𝑖,𝑛), 𝑖 = 1,2, … , 𝑁𝑃 (2) 

 
[𝑠𝑜𝑟𝑡𝑒𝑑_𝑓, 𝑠𝑜𝑟𝑡𝑒_𝑖𝑛𝑑𝑒𝑥] = 𝑠𝑜𝑟𝑡(𝑓) (3) 

 

hence categorizing the food source of every squirrel location, three sorts of trees were identified: hickory, oak, 

and ordinary tree. The best source of food location (i.e., least fitness values) was thought to be the hickory nuts 

tree (𝑆ℎ𝑡), the location of the next three sources of food were thought to be acorn nut tree (𝑆𝑎𝑡), and the 

remainder were thought to be ordinary trees (𝑆𝑛𝑡): 

 

𝑆ℎ𝑡 = 𝑆(𝑠𝑜𝑟𝑡𝑒_𝑖𝑛𝑑𝑒𝑥 (1)) (4) 

 

𝑆𝑎𝑡(1: 3) = 𝑆(𝑠𝑜𝑟𝑡𝑒_𝑖𝑛𝑑𝑒𝑥 (2: 4)) (5) 

 

𝑆𝑛𝑡(1: 𝑁𝑃 − 4) = 𝑆(𝑠𝑜𝑟𝑡𝑒_𝑖𝑛𝑑𝑒𝑥 (5: 𝑁𝑃)) (6) 

 

gliding can be used to create new locations: following the dynamic gliding process of squirrels, three 

possibilities may emerge [20]. Scenario 1: squirrels on acorn nuts trees prefer hickory nuts trees. The following 

methods can be used to produce new locations. In (7), 𝑑𝑔 denotes the gliding distance randomly, 𝑅1 is the 

function that returns the values from the distribution of uniform on the range [0, 1], and GC was the gliding 

constant. Scenario 2: few squirrels on ordinary trees might migrate to an acorn nuts tree to redeem their regular 

energy requirements. The following methods could be used to produce new locations [21]: 

 

𝑆𝑎𝑡
𝑛𝑒𝑤 = {

𝑆𝑎𝑡
𝑜𝑙𝑑 + 𝑑𝑔𝐺𝑐(𝑆ℎ𝑡

𝑜𝑙𝑑 − 𝑆𝑎𝑡
𝑜𝑙𝑑), 𝑖𝑓 𝑅1 ≥ 𝑃𝑑𝑝

𝑟𝑎𝑛𝑑𝑜𝑚 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛,                        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (7) 

 

𝑆𝑛𝑡
𝑛𝑒𝑤 = {

𝑆𝑛𝑡
𝑜𝑙𝑑 + 𝑑𝑔𝐺𝑐(𝑆𝑎𝑡

𝑜𝑙𝑑 − 𝑆𝑛𝑡
𝑜𝑙𝑑), 𝑖𝑓 𝑅2 ≥ 𝑃𝑑𝑝

𝑟𝑎𝑛𝑑𝑜𝑚 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛,                        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (8) 

 

where 𝑅2 was the function that return the values on the range [0, 1] from the uniform distribution. Scenario 3: 

few squirrels on ordinary trees might go to hickory nuts trees if its regular energy requirement has been 

fulfilled. In this instance, the squirrels' new locations could be given by: 

 

𝑆𝑛𝑡
𝑛𝑒𝑤 = {

𝑆𝑛𝑡
𝑜𝑙𝑑 + 𝑑𝑔𝐺𝑐(𝑆ℎ𝑡

𝑜𝑙𝑑 − 𝑆𝑛𝑡
𝑜𝑙𝑑), 𝑖𝑓 𝑅3 ≥ 𝑃𝑑𝑝

𝑟𝑎𝑛𝑑𝑜𝑚 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛,                        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (9) 

 

in (9), 𝑅3 was the function that returned the values on the range [0, 1] from the uniform distribution. In every 

scenario, the gliding distances 𝑑𝑔 were assumed to be within 9 and 20 m. Still, this value was huge and could 

generate huge perturbations in (7)-(9), resulting in unacceptable algorithm performance. To obtain adequate 

algorithm performance, the scaling factor (𝑠𝑓) was applied as the divisor of 𝑑𝑔. Seasonal fluctuations have a 
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substantial impact on the foraging behavior of squirrels. As a result, the seasonal monitoring parameter was 

added to the algorithms to avoid being stuck in local optima solutions. First, the constant seasonal 𝑆C and its 

minimum values are computed. 

 

𝑆𝑐
𝑡 = √∑ (𝑆𝑎𝑡,𝑘

𝑡 − 𝑆ℎ𝑡,𝑘)
2𝑛

𝑘=1 ,  𝑡 = 1,2,3 (10) 

 

𝑆𝑐𝑚𝑖𝑛 =
10𝐸−6

365𝐼𝑡𝑒𝑟/(𝐼𝑡𝑒𝑟𝑚𝑎𝑥)/2.5 (11) 

 

The seasonal monitoring status is then examined. The winter is gone under the condition of 𝑆𝑐
𝑡 <𝑆𝑐𝑚𝑖𝑛, 

and the squirrels who have lost their ability to seek the forests would relocate their searching places randomly 

for food source. The Levy distribution was the reliable mathematical method that could be used to improve the 

global search ability of most optimization algorithms. 𝑟𝑎 and 𝑟𝑏 are two functions that returns the values from 

uniform distributions on range [0, 1], 𝛽 was the constant, and 𝜎 was computed like in (14), where Γ(𝑥)=(x-1). 

Stopping criteria: if the count of iteration was reached maximum, the algorithm was terminated. Else, new 

location generations and assessing the monitoring state of seasonal are repeated [22]. 

 

𝑆𝑛𝑡
𝑛𝑒𝑤 = 𝑆𝐿 + 𝐿𝑒𝑣𝑦(𝑛) × (𝑆𝑈 − 𝑆𝐿) (12) 

 

𝐿𝑒𝑣𝑦(𝑥) = 0.01 ×
𝑟𝑎×𝜎

|𝑟𝑏|1/𝛽 (13) 

 

𝜎 = (
𝛤(1+𝛽)×sin (

𝜋𝛽

2
)

𝛤(
1+𝛽

2
)×𝛽×2

(
𝛽−1

2 )
)

1/𝛽

 (14) 

 

3.2.  Recurrent neural network 

Recurrent neural networks (RNNs) can observe and represent the dynamic features of a non-linear 

system. The nodes of RNN have their dynamics, with interlinking weights among them, equivalent to how 

every sensor node in a wireless sensor network has its dynamics. Like normal neural networks, recurrent 

networks feature feedback loops [23]. Here, y(k) represents the neural network outputs, y(k-1) represents past 

NN outputs, and u(k-1) represents inputs comprising previous input. The nonlinear functionality FNN was 

evaluated utilizing the feedforward neural network, which is given as the matrix by: 

 

𝑦(𝑘) = 𝐹𝑁𝑁(𝑦(𝑘 − 1), 𝑦(𝑘 − 2), … , 𝑦(𝑘 − 𝑚), 𝑢(𝑘),  
𝑢(𝑘 − 1), 𝑢(𝑘 − 2), … , 𝑢(𝑘 − 𝑛)) (15) 

 

𝐹𝑁𝑁(𝑥) = 𝑊𝑇𝜎(𝑉𝑇𝑥) (16) 

 

where x was the neural net inputs, V was the initial-layers weight, W was the second-layers weights, and 𝜎(. ) 

was the NN activation functions, which was often a simple sigmoid functionality. The activation function of 

output was the linear functionality. Above is a two-layer neural network with customizable thresholds, weights, 

output, and hidden layers. Hidden layers have L neurons, while input layers integrate delayed inputs u(k) and 

outputs y(k). Using a two-layer neural network with the right weight, smooth functions can be randomly 

approximated on compact sets. W and V are layer weights. Every continuous functionality f can be randomly 

approximated by linear combinations of sigmoidal function, according to the neural network global 

approximation property [24], [25]. 

 

𝑓(𝑥) = 𝑊𝑇𝜎(𝑉𝑇𝑥) + 𝜀(𝑥) (17) 

 

Here 𝜀(𝑥) denotes the neural network error of approximation. On the compact sets S, the 

reconstruction error was bounded by‖𝜀(𝑥)‖ < 𝜀𝑁. Furthermore, for any 𝜀𝑁, there is a neural network such that 

‖𝜀(𝑥)‖ < 𝜀𝑁 for each 𝑥 ∈ 𝑆. Figure 2 shows a dynamic RNN composed of the sets of dynamic nodes that 

would offer internal feedbacks to their input. They could be utilized to simulate dynamical system like the 

sensor networks. WSNs are made up of the huge count of sensors, each with its unique set of dynamics. They 

communicate with one another and with the base station, which runs the network. To dynamically describe 

these sensors with no generality loss, it is assumed that one sensor/node [26], [27]. 
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Figure 2. Architecture of the proposed neural network model 

 

 

Additional sensors/node would simply extend the RNN’s size. Consider the following nonlinear 

dynamical sensor model. Here 𝑢𝑖(𝑘) and 𝑦𝑖(𝑘) were the sensor output and input at the sample k, and 𝑓𝑖’s were 

unidentified nonlinear functions. The function 𝑓𝑖 must be invertible for the sensors to be operational and the 

user can specify the true sensor input. 

 

𝑦𝑖(𝑘) = 𝑓𝑖(𝑦𝑖(𝑘 − 1), 𝑦𝑖(𝑘 − 2), … , 𝑦𝑖(𝑘 − 𝑚), 𝑢𝑖(𝑘)) (18) 

 

𝑢𝑖(𝑘) = 𝑓𝑖
−1(𝑦𝑖(𝑘 − 1), 𝑦𝑖(𝑘 − 2), … , 𝑦𝑖(𝑘 − 𝑚), 𝑦𝑖(𝑘)) (19) 

 

According to (19), to identify the physical inputs at the samples k, the current and previous m sensor 

output must be known. Every sensor was expected to have model of similar order. If this is not a case, the 

evaluation could still be performed with minor changes. Assumption 1: sensor node has the same order 

nonlinear models as stated by (18). Assumption 2: the function 𝑓𝑖 was universally Lipschitz function, with 𝐿𝑖 

representing its Lipschitz constants. While WSN nodes are spread in the region, it is considered that the 

measured physical number of surrounding nodes is bounded. The assumption was described mathematically 

as follows. Assumption 3: measurement events at neighbouring sensor nodes differ by the limited constants, 

i.e., given a sensor node’s neighbours a and b, 

 

𝑢𝑎(𝑘) − 𝑢𝑏(𝑘) = 𝑒𝑎𝑏(𝑘) and ‖𝑒𝑎𝑏(𝑘)‖ < 𝑒 (20) 

 

with a model of sensor node i, each assumption, and the nodes neighbours that includes node 𝑖1, 𝑖2, … , 𝑖𝑁𝑖, the 

sensor node's output could be approximated utilizing RNNs with input comprising of the past output from 

nodes i and its nearby nodes [25]. Here j=l, 2, ..., Ni, and c is a short-bounded constant. As a result of assumption 

3, where j=1, 2, ..., Ni. Alternatively, the inputs 𝑢𝑖(𝑘) was defined by, 

 

𝑦𝑖(𝑘) = 𝑅𝑁𝑁𝑖 (𝑦𝑖(𝑘 − 1), 𝑦𝑖(𝑘 − 2), … , 𝑦𝑖(𝑘 − 𝑚), 𝑦𝑖𝑗(𝑘), 𝑦𝑖𝑗(𝑘 − 1), … , 𝑦𝑖𝑗(𝑘 − 𝑚)) + 𝑐  (21) 

 

𝑢𝑖(𝑘) =
1

𝑁𝑖
∑ 𝑢𝑖𝑗(𝑘) + 𝑒𝑖𝑗(𝑘)

𝑁𝑖
𝑗=1  (22) 

 

hence, one has, 

 

𝑦𝑖(𝑘) = 𝑓𝑖(𝑦𝑖(𝑘 − 1), 𝑦𝑖(𝑘 − 2), … , 𝑦𝑖(𝑘 − 𝑚),
1

𝑁𝑖
∑ 𝑢𝑖𝑗(𝑘) + 𝑒𝑖𝑗(𝑘)

𝑁𝑖
𝑗=1 ) (23) 

 

as a result, using the (19), one has. 

 

𝑦𝑖(𝑘) = 𝑓𝑖(𝑦𝑖(𝑘 − 1), 𝑦𝑖(𝑘 − 2), … , 𝑦𝑖 

(𝑘 − 𝑚),
1

𝑁𝑖
∑ 𝑓𝑖𝑗

−1(𝑦𝑖𝑗(𝑘 − 1), 𝑦𝑖𝑗(𝑘 − 2), … , 𝑦𝑖𝑗(𝑘 − 𝑚)
𝑁𝑖
𝑗=1 , 𝑦𝑖𝑗(𝑘)) + 𝑒𝑖𝑗(𝑘)) (24) 
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Knowing that f was the Lipschitz function results in as given in (25). Where j=1, 2, ..., Ni, and ‖𝑑‖ ≤
𝑒𝑚𝑎𝑥(𝐿𝑗). The RNN that estimate the unknown functions 𝑔𝑖 using the neural network parameterization 

property, thereby:  

 

𝑦𝑖(𝑘) = 𝑔𝑖(𝑦𝑖(𝑘 − 1), 𝑦𝑖(𝑘 − 2), … , 𝑦𝑖(𝑘 − 𝑚), 𝑦𝑖𝑗(𝑘), 𝑦𝑖𝑗  

(𝑘 − 1), … , 𝑦𝑖𝑗(𝑘 − 𝑚) + 𝑑 (25) 

 

𝑔𝑖(𝑦𝑖(𝑘 − 1), 𝑦𝑖(𝑘 − 2), … , 𝑦𝑖(𝑘 − 𝑚), 𝑦𝑖𝑗(𝑘), 𝑦𝑖𝑗  

(𝑘 − 1), … , 𝑦𝑖𝑗(𝑘 − 𝑚) = 𝑅𝑁𝑁𝑖(𝑥) + 𝜀𝑖(𝑥) (26) 

 

𝑥 = [𝑦𝑖(𝑘 − 1), 𝑦𝑖(𝑘 − 2), … , 𝑦𝑖(𝑘 − 𝑚), 𝑦𝑖𝑗(𝑘), 𝑦𝑖𝑗(𝑘 − 1), … , 𝑦𝑖𝑗(𝑘 − 𝑚)] (27) 

 

𝑐 = 𝜀𝑀 + 𝑒𝑚𝑎𝑥(𝐿𝑗) (28) 

 

the vector x was specified in (27) and after that, the bounded constant c is provided as in (28). This demonstrates 

that output of the sensor nodes may be approximated as the RNN with input of m prior output sample from the 

similar nodes, as well as present and m prior output samples from surrounding sensor. Prior result considers 

communication of ideal links.  

 

𝑦𝑖(𝑘) = 𝑅𝑁𝑁𝑖(𝑦𝑖(𝑘 − 1), 𝑦𝑖(𝑘 − 2), … , 𝑦𝑖(𝑘 − 𝑚), 𝐶𝑗𝑖𝑦𝑖𝑗  

(𝑘), 𝐶𝑗𝑖𝑦𝑖𝑗(𝑘 − 1), … , 𝐶𝑗𝑖𝑦𝑖𝑗(𝑘 − 𝑚)) + 𝑐  (29) 

 

Whether there were communication links uncertainties, the actual values of 𝑦𝑖𝑗(𝑘) was not present. 

Rather, the outputs value of surrounding sensor node was utilized together with confidence factor, i.e., 

𝐶𝑗𝑖𝑦𝑖𝑗(𝑘). Hence, the RNN sensor node models were given as in [17], [28], [29]. The signal strength among 

node i and the neighbours determines the confidence factors for i [30]–[32]. 

 

 

4. RESULTS AND DISCUSSION 

The MATLAB 2017a simulation software was used to compare and evaluate the performances of the 

proposed data fusion model to that of other existing approaches. The sensor nodes were arranged randomly 

and uniformly in the 2D space of 500×500 m2, with a total of 100 sensor nodes. There are 400 simulation 

rounds. The sensor node delivers data packet from the source to sink nodes; each packet is 4 kb in size. The 

parameter setup for the simulations were represented in Table 1.  

 

 

Table 1. Simulation setup 
Parameter Numerical value 

Network size 500×500 m2 
Number of nodes 100 

Communication radius 80 m 

Initial energy 1 J 

𝐸𝑒𝑙𝑒𝑐 50 nJ/bit 

𝐸𝑓𝑠 10 pJ/bit/m2 

𝐸𝑚𝑝 0.0013 pJ/bit/m4 

L 4000 bits 

d0 
√𝐸𝑓𝑠/𝐸𝑚𝑝 = 87𝑚 

 

 

Tables 2 to 6 presents the performance analysis comparison of the model evaluated in terms of 

network lifetime, communication overhead, data delivery ratio, end-to-end delay and energy consumption, 

individually. The system’s architecture is based on an energy-efficient network paradigm and the Figure 3 

Shows the graphical representation of the all network performance parameters and in Figure 3(a) shown the 

performance analysis comparison of network lifetime and in Figure 3(b) shown the communication overhead 

for the transmission and receiveing. In Figure 3(c) shown the data delivery ratio and Figure 3(d) shown the 

energy consumptions and all these shows the performance analysis comparison with other models artificial 

neural network-particle swarm optimization (ANN-PSO) [18], cuckoo optimization algorithm-back propagation 

neural network (COA-BPNN) [19], Elman neural network-whale optimization algorithm (ENN-WOA) [18], 
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and extreme learning machine-particle swarm optimization (ELM-PSO) [15]. When reviewing models with l 

bits of data to be processed using a specified level of energy and a distance d, the empirical component of the 

research entails analyzing models with a given quantity of energy and distance d0. Eelec is the amount of energy 

needed to process a unit bit of data for both the receiver and the transmitter. Distance d0, calculated using the 

square root of Efs and Emp, reveals the amount of energy lost due to inefficient transmission technology. 

Network lifespan is the maximum number of data fusion repetitions before a percentage of nodes expires, 

which varies by application. Data delivery ratio was calculated by dividing the total number of readings 

received at the base station (sink) by the total number of readings generated. End-to-end average delay was 

calculated by taking the average of each surviving data packet from the source to the destination. Energy 

consumption is computed by examining the total energy utilized from the process’s beginning node to the 

process’s end node. The proposed model achieved highest network lifetime as 94.50%, communication 

overhead of 26.63%, data delivery ratio of 93.85%, end to end delay of 10.50 ms, and energy consumptions of 

282 J. The proposed model outperforms in all the parameters with improved and better performances. 

 

 

Table 2. Comparison of network lifetime performance 
Mobility 

(bps) 

Network lifetime (%) 

ANN-PSO COA-BPNN ENN-WOA ELM-PSO Proposed 

10 76.80 78.00 80.00 83.00 86.00 
20 78.00 80.45 82.00 85.00 87.00 

30 80.50 82.00 84.00 87.70 89.00 

40 82.80 84.00 86.50 89.00 91.00 
50 84.00 86.50 89.00 92.00 94.50 

 

 

Table 3. Comparison of communication overhead performance 

Nodes 
Communication overhead (%) 

ANN-PSO COA-BPNN ENN-WOA ELM-PSO Proposed 

20 42.86 41.00 26.90 23.86 19.10 
40 43.90 42.50 28.10 24.00 21.00 

60 44.46 43.00 30.60 26.02 23.22 

80 46.02 44.90 31.22 27.00 24.80 
100 47.82 45.01 32.20 28.90 26.63 

 

 

Table 4. Comparison of data delivery rate performance 
Number of 

nodes 
Data delivery rate (%) 

ANN-PSO COA-BPNN ENN-WOA ELM-PSO Proposed 

20 40.00 57.00 83.23 85.90 88.70 

40 42.20 58.20 84.75 86.10 89.06 

60 43.23 59.18 85.86 85.20 90.10 
80 44.91 60.88 86.02 89.20 92.00 

100 47.00 62.00 88.20 90.22 93.85 

 

 

Table 5. Comparison of end-to-end delay performance 
Pause time 

(ms) 

End to end delay (sec) 

ANN-PSO COA-BPNN ENN-WOA ELM-PSO Proposed 

20 17.50 15.80 12.06 10.72 8.01 

40 19.89 17.23 13.64 11.10 8.40 
60 21.26 18.02 14.95 12.26 9.02 

80 22.04 18.90 15.66 13.53 9.47 

100 23.50 20.01 17.50 15.02 10.50 

 

 

Table 6. Comparison of energy consumption performance 
Number of 

nodes 

Energy consumption (J) 

ANN-PSO COA-BPNN ENN-WOA ELM-PSO Proposed 

20 279.00 266.00 270.00 256.00 240.00 
40 285.00 278.00 280.00 268.00 248.00 

60 299.00 284.00 290.00 276.00 259.00 

80 308.00 291.00 299.00 288.00 271.00 
100 320.00 300.00 310.00 295.00 282.00 
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(a) 

 

(b) 

  
(c) (d) 

 

Figure 3. Graphical representation of (a) performance analysis comparison of network lifetime,  

(b) communication overhead, (c) data delivery ratio, and (d) energy consumption 
 

 

5. CONCLUSION 

This research proposes a squirrel search optimization and recurrent neural network-based energy-

efficient data fusion technique for WSN. This work provided an effective and accurate data fusion technique 

that employs zonal node information for energy-efficient fusion. Energy efficient data fusion optimizes energy 

utilization using squirrel search optimization and a recurrent neural network. This work used witness-based 

data fusion to examine network lifetime, energy consumption, communication overhead, data delivery ratio, 

and end-to-end delay. This technique allows the system to quickly identify the sensor with a higher energy 

dissipation rate and shift data fusion responsibility to reach more energy-efficient nodes. The proposed model 

was compared against ANN-PSO, COA-BPNN, ENN-WOA, and ELM-PSO. The proposed model improves 

all parameters. By simplifying and refining the data fusion technique, the suggested model’s performance can 

be improved and applied to large-scale WSNs. 
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