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 The paper is the first to use principal component analysis (PCA) in veterinary 

epidemiology and aims to identify the most significant agents of diarrhoea in 

calves. Data were collected from 245 calves on 32 farms within 13 districts of 

Northern Kazakhstan. Epidemiological data were simulated in R, using 

standard PCA modules. The data clustering was carried out based on the 

prevalence of seven enteropathogens for an age group dataset (represented by 

four animal groups) and a farm type dataset (by three farm types depending 

on herd size). The simulation revealed that the components identified here for 

one and two-week calves explained 91.31% of the variance. The first two 

components of large and middle-sized farms covered 90.3% of the variance. 

The coordinates corresponding to pathogens were approximately visualised in 

directions of eigenvectors for each age group and farm type. The coordinate 

for Cryptosporidium parvum was in directions of eigenvectors for one-to 

three-week calves and large farms. The coordinate for rotaviruses was in the 

direction of eigenvectors for four-week calves and medium-sized and small 

farms. So, PCA can potentially be useful in the clustering of epidemiological 

datasets and making decisions on control of infectious diseases with a multi-

pathogenic nature. 
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1. INTRODUCTION 

The Singular value decomposition (SVD) is the most frequently used tool in computational linear 

algebra [1], and is considered the foundation of modern computational science and technology. The numerical 

implementation of SVD is very useful from a mathematical point of view, and computations based on SVD 

have generated many important results. The main idea of this method is a generalisation of the Fourier 

transform, in which the primary data are mapped to a new coordinate system where the task becomes simpler 

[2]–[4]. 

Principal component analysis (PCA) is a statistical interpretation of SVD and is used to reduce the 

dimensionality of a task. This technique applies an orthogonal transformation to several correlating variables 

to create a smaller number of linearly uncorrelated principal components. PCA was first described at the 

beginning of last century [5], and has since proven to be valuable in statistical theory and practice. The method 

https://www.scopus.com/affil/profile.uri?id=60183188&origin=AuthorResultsList
https://creativecommons.org/licenses/by-sa/4.0/


Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Principal component analysis in the epidemiology of diarrhoea in calves (Ablaikhan Kadyrov) 

1763 

is widely used in data science and machine learning applications, as it allows the original problem to be reduced 

to a data-driven hierarchical coordinate system, based on directions that limit the maximum number of 

statistical variations of the dataset. PCA is often used in practice thanks to its capability to interpret different 

scientific problems. However, although this method is popular and has a wide range of applications in 

bioinformatics, ecology, and other biomedical sciences [6]–[9], it has rarely been used in the epidemiology of 

contagious diseases in the field of public and animal health research. 

It is known that diarrhoea in neonatal calves is a common condition that has a negative impact on 

welfare and remains the main cause of death for new-born animals in many countries [10]–[12]. The economic 

importance of diarrhoea is associated with mortality and stunting in calves, as well as the costs of diagnosis, 

treatment and control [13]. Bovine rotaviruses (BRV) and coronaviruses (BCV), the enterotoxigenic strain of 

escherichia coli K99, and a protozoa species cryptosporidium parvum are widespread endemic pathogens 

causing diarrhoea in new-born calves. These pathogens are found in mono and mixed infections in diarrhoeal 

calves, and the severity of the disease depends on the interactions between these pathogens, environmental 

factors, and factors associated with carrier animals [14], [15]. Etiological diagnosis of diarrhoea is carried out 

by identifying pathogens in faeces [16]. Identification of the significance of these causative agents is therefore 

necessary in order to control diarrhoea in neonatal calves on farms in Kazakhstan. In addition, c. parvum is a 

zoonotic pathogen, and an assessment of its epidemiological importance is relevant for public health. In this 

study, we provide a theoretical framework based on a matrix-dimensionality reduction method, namely PCA, 

and explain its inference and application in the epidemiological context for understanding the epidemiology of 

diarrhoeal disease in new-born calves, with the aim of defining the most important infectious pathogens on 

cattle farms in Northern Kazakhstan. 

 

 

2. MATHEMATICAL FRAMEWORK AND NOTATION 

Let us consider a dataset of measurements from independent experiments, written in the form of the 

row vectors of a matrix X. Each row vector 𝑥𝑖 , in this case, represents measurements from one individual 

experiment. Since the PCA method is a statistical interpretation of the SVD, it consists of the following steps. 

 

2.1.  Step 1: standardisation 

The PCA method is sensitive to deviations in the original variables. The initial values of the variables 

in the dataset have large ranges, and to avoid variables with large ranges dominating the other variables, the 

source data must be centred. As a result, the original data are transformed on a comparable scale. 

Mathematically, standardisation of the original data can be done by subtracting the mean and dividing by the 

standard deviation for each value of each variable. 

 

𝑧 =
𝑣𝑎𝑙𝑢𝑒−𝑚𝑒𝑎𝑛

𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛
  

 

2.2.  Step 2: covariance matrix 

The purpose of this step is to define the relationship between the dataset variables. It is known that 

where there is strong correlation between variables, redundant information may be present. To determine the 

correlations between variables, a correlation matrix is calculated, the (𝑖, 𝑗)-th element of which represents the 

correlation of the features (𝑋𝑖 , 𝑋𝑗). According to the covariance formula: 

 

𝐶𝑜𝑣(𝑋𝑖 , 𝑋𝑗) = 𝐸 [(𝑋𝑖 − 𝐸(𝑋𝑖)) (𝑋𝑗 − 𝐸(𝑋𝑗))] = 𝐸(𝑋𝑖 , 𝑋𝑗) − 𝐸(𝑋𝑖)𝐸(𝑋𝑗)  

 

since 𝐸(𝑋𝑖) = 𝐸(𝑋𝑗) = 0, then 𝐶𝑜𝑣(𝑋𝑖 , 𝑋𝑗) = 𝐸(𝑋𝑖 , 𝑋𝑗). The covariance of a variable with itself is its 

variance, i.e., 𝐶𝑜𝑣(𝑋𝑖 , 𝑋𝑖) = 𝑉𝑎𝑟(𝑋𝑖) when 𝑋𝑖 = 𝑋𝑗. On the main diagonal, we have the variance of each 

original variable. The covariance matrix is symmetric and is a generalisation of the variance to the case of 

multidimensional random variables; it also describes the shape (scatter) of the random variable, similarly to 

the variance. 

 

2.3.  Step 3: eigenvalues and eigenvectors 

The covariance matrix is a generalisation of the variance to higher dimensions. Let us consider a unit 

vector onto which we will project our random vector 𝑋. Then, the projection will be equal to 𝑣𝑇𝑋. The variance 

projection onto the vector will be correspondingly equal to 𝑉𝑎𝑟(𝑣𝑇𝑋). In general, in the vector form (for 

centred quantities), the variance is expressed as, and Ʃ is a matrix singular value. 

 

𝑉𝑎𝑟(𝑋) = Ʃ = 𝐸(𝑋 ∙ 𝑋𝑇) 
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𝑉𝑎𝑟(𝑣𝑇𝑋) = Ʃ∗ = 𝐸((𝑣𝑇𝑋) ∙ (𝑣𝑇𝑋)𝑇) = 𝐸(𝑣𝑇𝑋 ∙ 𝑋𝑇𝑣) = 𝑣𝑇𝐸(𝑋 ∙ 𝑋𝑇)𝑣 = 𝑣𝑇Ʃ𝑣 

 

The variance is maximised at a value of 𝑣𝑇Ʃ𝑣. According to the Rayleigh distribution, which is a 

special case for covariance matrices, when 𝑥 is an eigenvector, and 𝜆 an eigenvalue. Thus, the direction of the 

maximum variance in the projection always coincides with the eigenvector that has the maximum eigenvalue 

equal to the magnitude of this variance. This also holds true for projections on a larger number of dimensions: 

the variance (covariance matrix) of the projection on an m-dimensional space will be maximal in the direction 

of m eigenvectors with maximum eigenvalues. 

 

𝑅(𝑀, 𝑥) =
𝑥𝑇𝑀𝑥

𝑥𝑇𝑥
= 𝜆

𝑥𝑇𝑥

𝑥𝑇𝑥
= 𝜆  

 

2.4.  Step 4: derive the new dataset 

In this step, we need to calculate the vector 𝑣𝑇𝑋 . If we have a hyperplane rather than a vector, then 

instead of the vector 𝑣𝑇  we take the matrix of basic vectors 𝑉𝑇. The resulting vector (or matrix) will be an 

array of projections of our observations. To interpret experimental data, it is often necessary to estimate the 

amount of lost information, and the most convenient way to represent this is as a percentage. We take the 

variances along each of the axes and divide them by the total sum of the variance along the axes (i.e., the sum 

of all eigenvalues of the covariance matrix). If the relationship between the signs is very strong, then the loss 

of information will be minimal. The principal components are the new variables, which are constructed as 

linear combinations, constructed in such a way that the new variables (i.e., the principal components) are 

uncorrelated, and most of the information in the original variables is compressed into the first components. The 

aim of PCA is to put the maximum possible information into the first component, then the maximum remaining 

information into the second, and so on. 

 

 

3. MATERIALS AND METHODS 

3.1.  Data collection 

Epidemiological data were collected between January and August of 2019 by a cross-sectional 

investigation of randomly selected 32 farms, including dairy, fattening and small householding entities, in 13 

districts of Northern Kazakhstan. In total, faeces were sampled from 245 neonatal calves under one month of 

age with clinical signs of diarrhoea. Material for the study was collected individually during one-off trips to 

farms via per rectum sampling of faeces. The samples were examined microscopically for the presence of 

Cryptosporidium oocysts after Heine (1982) [17] and tested for C. parvum, E. coli K99, BRV, and BCV with a 

commercial FassisiBoDia immune chromatographic test (Fassisi GmbH, Germany). 

 

3.2.  Simulation 

Simulations of epidemiological data were performed in R using the standard PCA modules. 

Classification of the data on the prevalence of pathogens was carried out separately: the 𝑥𝑖 line vector for the 

age group dataset was represented by four groups of new-born animals (age 1: 35 calves under the age of one 

week; age 2: 86 calves that were two weeks old; age 3: 62 calves that were three weeks old; age 4: 86 calves 

that were four weeks old). The vector for the farm type dataset was sampled from three types of farms with 

varying sizes of dairy herds (large farms: 10 enterprises with more than 500 milked cows; medium-sized farms: 

eight peasant farms with more than 150 productive animals; small farms: 14 households with fewer than 20 

dairy cows). Data clustering was carried out considering the influence of the age groups of the calves and the 

types of farms on the infection level of animals with seven combinations of enteropathogens, as shown in Table 

1. The survey was approved by the research ethics committee of the faculty of veterinary and animal husbandry 

technology, Seifullin Kazakh Agrotechnical University. 

 

 

4. RESULTS AND DISCUSSION 

4.1.  Epidemiological data on the prevalence of enteropathogens in calves in the north of Kazakhstan 

The most common pathogens in the calves’ intestines were C. parvum and BRV, these were found in 

70.6% of the studied farms. There was also BCV on 47.05% of the farms and E. coli K99 on 23.5% Table 1. 

Intestinal pathogens were found mainly in the form of mixed infections: in nine cases (52.9% of farms), a 

combination of two pathogens (C. parvum + BRV, or C. parvum + BCV) was noted, and this combination was 

observed most often in two-week-old calves. Two-component mixed infections were mainly found in 

enterprises with a large number of cows Tables 1 and 2. 
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Table 1. Combinations of intestinal pathogens in calves up to one month of age 
Pathogens and their 

combinations 
Number of infected 

farms (%), n=17 
Number of infected calves (%) by age 

1-7 days (n=35) 8-14 days (n=86) 15-21 days (n=62) 22-31 days (n=62) 
C. parvum (total positive) 12 (70.6) 7 (20) 15 (17.4) 14 (22.6) 1 (1.6) 
BRV (total positive) 12 (70.6) 4 (11.4) 15 (17.4) 5 (8.1) 3 (4.8) 
BCV (total positive) 8 (47.05) 2 (5.7) 1 (1.7) 4 (6.4) 4 (6.4) 
E. coli K99 (total positive) 4 (23.5) 1 (2.8) 2 (2.3) 3 (4.8) 0 
C. parvum + BRV 5 (29.4) 3 (8.6) 4 (4.6) 1 (1.6) 0 
C. parvum +BCV 4 (23.5) 2 (5.7) 3 (3.5) 1 (1.6) 0 
BRV + BCV 3 (17.6) 0 2 (2.3) 1 (1.6) 0 

 

 

Table 2. Infections with intestinal enteropathogens by size of farm 
Pathogens and their combinations Type of farm based on numbers of dairy cows 

>500 cows (n=171) >150 cows (n=43) <20 cows (n=31) 

C. parvum (total positive) 32 (18.7) 4 (9.3) 1 (3.2) 

BRV (total positive) 12 (7.01) 7 (16.3) 8 (25.8) 

BCV (total positive) 10 (5.8) 0 1 (3.2) 
E. coli K99 (total positive) 1 (0.6) 5 (11.6) 0 

C. parvum + BRV 7 (4.09) 1 (2.3) 0 

C. parvum +BCV 6 (3.5) 0 0 
BRV + BCV 3 (1.7) 0 0 

 71 (41.5) 17 (39.5) 10 (32.2) 

 

 

4.2.  PC analysis of epidemiological data 

Our datasets showed some statistical distribution and there was some statistical variability in this 

information. Statistical data are presented in Table 3. The infection rates varied or fluctuated more strongly 

among the older calves and the highest variations in prevalence rate were observed on small farms. This was 

due to the small amounts of data used Table 3. 

The sizes of the variance for both datasets suggest that the first two principal components account for 

most of variations in Table 4. The age group PC1 explains 68.9% of the variation. In the farm type dataset, the 

corresponding group PC1 explains 61.5% of the variation. These proportions were obtained by dividing each 

eigenvalue by the total of all eigenvalues. When dealing with these linear combinations, we can ignore 

extremely small values. The first two components for the age groups explain 91.31% of the changes in the 

dataset, while the first two components for the farm types explain 90.3% of the changes. 

 

 

Table 3. Preliminary statistical analysis of the total numbers of infections of calves with enteropathogens 
 Mean Standard deviation Coefficient of variation (%) n 

Age group dataset 

Age 1 2.7142 2.2886 84.3 19 
Age 2 6.0000 6.2182 103.6 42 

Age 3 4.1428 4.6342 111.8 29 
Age 4 1.1428 1.6761 146.6 8 

Farm type dataset 

Large farms 10.1428 10.3509 102.0 71 
Medium-sized farms 2.4285 2.8784 118.5 17 

Small farms 1.4285 2.9358 205.52 10 

 

 

Table 4. Significance of principal components 
 Standard deviation Proportion of variance Cumulative proportion 

Principal components for the age group dataset 

PC1 1.6599 0.6888 0.6888 

PC2 0.9473 0.2243 0.9131 
PC3 0.49851 0.06213 0.97525 

PC4 0.31466 0.02475 1.00000 

Principal components for the farm type dataset 
PC1 1.3587 0.6154 0.6154 

PC2 0.9297 0.2881 0.09649 

PC3 0.53802 0.09649 1.00000 

 

 

The eigenvalues of the covariance matrix represent the variance of the principal components. To 

visually compare the eigenvalues, we constructed scree plots. Figure 1 shows a scree plot of the eigenvalues 

for the four age groups. The curve is asymptotic regarding the horizontal axis, as can be seen from the last two 
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values; this means that the last two components are not very different between the four age groups and can 

therefore be neglected. A scree plot of eigenvalues for the three types of farms is shown in Figure 2. The sharp 

angle on the third component shows that it is possible to discard it. Corresponding eigenvector loadings for 

both datasets are given in Table 5. From the PCA graph in Figure 3, we can see clusters of pathogens that 

reflect their similarity. 

 

 

 
 

Figure 1. Scree plot of eigenvalues for the age group dataset 

 

 

 
 

Figure 2. Scree plot of eigenvalues for the farm type dataset 

 

 

Table 5. Eigenvector loadings for the principal components 
 PC1 PC2 

Age group dataset 
Age 1 -0.5749045 0.1691971 

Age 2 -0.5524039 0.1163859 

Age 3 -0.5554445 0.1221487 
Age 4 -0.2362544 -0.9710337 

Farm type dataset 

Large farms -0.3792410 -0.9200110 
Medium-sized farms -0.6649462 0.1967453 

Small farms -0.6434460 0.3389264 

 

 

 
 

Figure 3. Clustering of the indicators of enteropathogen infection for the age group dataset 
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The loading plots reflect how strongly each characteristic affects a particular principal component. 

The projections of the eigenvectors onto the components indicate that the variances in the age 1, age 2, age 3 

groups are explained by PC1, while that of the age 4 group is almost completely explained by PC2. For the 

farm type dataset, the variance in the infection level for small and medium-sized farms is explained by PC1. 

Table 6 shows the coordinates on the new plane, based on the first two principal components of the age group 

dataset. The new plane based on the first two principal components for the farm type dataset is represented in 

Table 7. The coordinates on the new plane for the farm type dataset are shown in Figure 4. 

 

 

Table 6. New coordinates for the age group dataset 
Pathogens and their combinations PC 1 PC2 

C. parvum -3.0373762 0.8278567 

BRV -1.4869840 -0.7897851 
BCV 0.2380130 -1.8053526 

E. coli K99 1.0840257 0.4303557 

C. parvum + BRV 0.6436795 0.5629286 
C.parvum + BCV 0.9837092 0.4702843 

BRV + BCV 1.5749328 0.3037124 

 

 

Table 7. New coordinates for the farm type dataset 
Pathogens and their combinations PC 1 PC 2 

C. parvum -1.06988314 -1.88476492 

BRV -2.56433015 0.90603164 

BCV 0.66017670 -0.20277231 
E. coli K99 0.05406532 0.82346674 

C. parvum + BRV 0.75825677 0.01677719 

C.parvum + BCV 1.02590002 0.03730857 
BRV + BCV 1.13581449 0.30395308 

 

 

 
 

Figure 4. Clustering of the indicators of enteropathogen infection for the farm type dataset 

 
 

SVD has been applied as part of numerous related methods for dimensionality reduction, to obtain 

reduced order models that can be used to describe and visualise the key characteristics of large amounts of data 

for a huge range of scientific and practical problems. These techniques include PCA in the area of statistics 

[18], the Karhunen-Loève transform [19], empirical orthogonal functions for climatic investigations [20], 

proper orthogonal decomposition in the dynamics of fluids [21], and canonical correlation analysis [22]. 

Although these methods were developed independently in different sciences, many of them vary only in terms 

of the type of data collection and how the data are processed [23]. PCA is the most widely applied technique 

and has been used in many branches of science and types of analytical procedure. It reduces the dimensionality 

of the data by extracting the eigenvalues and eigenvectors of the correlation matrix and generating linear 

combinations of vectors for the variables, from which one can select the component that represents significant 

or low volatility according to the studied problem. 

This study presents a pioneering PCA analysis of epidemiological data on the distribution of infectious 

diarrhoea pathogens (C. parvum, BRV, BCV, and E. coli K99) among newborn calves with diarrhoea. The aim 

was to identify the most significant infectious agents of the disease, which in recent years has been a significant 

global economic problem in dairy herds, including those in Northern Kazakhstan [24]–[26]. 

Field studies showed that under the conditions in the north of the country, these pathogens could be 

found in 70.6% of dairy farms. Infection with cryptosporidia was the greatest in calves that were eight to 14 
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days old. Among the other enteropathogens, rotaviruses were also more common in two-week-old animals, in 

the same way as for cryptosporidia, whereas coronaviruses were observed mainly among calves aged up to 

seven days. A significant increase in the prevalence of E. coli K99 was established in the second and third 

weeks of a calf’s life. It has been shown that there is a strong and very significant relationship between C. 

parvum infection and the occurrence of diarrhoea [27]. When the epidemiological data for our age group dataset 

were used in a PCA, it was revealed that the first eigenvalue for one-week-old calves (PC1) had a relatively 

high proportion of 0.6888, thus explaining 68.88% of the variability, while the next highest eigenvalue for two-

week-old calves (PC2) was 22.43%. Together, these PCs explain 91.31% of the information in the dataset. 

Our epidemiological research also demonstrates that distribution of diarrhoea pathogens and their 

combinations among neonatal calves in the north of Kazakhstan depend on farm size. C. parvum and BCV were 

the most common infections in large industrialised dairy entities. Among new-born animals on the medium-

sized and householders’ farms, the prevalence of BRV was higher than for large enterprises and E. coli was 

found mainly in medium-sized entities. These results are aligned with information from similar surveys in other 

countries [28], [29]. A PCA simulation of our farm type dataset showed that the first two components for large 

and medium-sized farms explained 90.3% of the variance in the data. For both datasets, it is sufficient to choose 

the first and second components for further analysis. This means that we can define the main epidemiological 

factors and retain the number of PCs whose total corresponding eigenvalues match with the risk of diarrhoea. 

In the next step of our study, we carried out a cluster analysis over PCA. The main advantage of this 

simulation is the creation of mutually exclusive groups that can easily be used in analysis. For the age group 

dataset, two clusters were formed on the new plane. The coordinate corresponding to C. parvum was in the 

direction of the age 1, age 2, and age 3 eigenvectors, while the eigenvector corresponding to the Age 4 group 

had a negative correlation. The coordinates of BRV and BCV were located almost on the border of the second 

cluster and were approximately in the direction of the Age 4 eigenvector. The coordinates for the rest (E. coli 

K99, C. parvum + BRV, C. parvum + BCV, and BRV + BCV) were close to each other, and had a negative 

correlation with all age groups. The clustering obtained in this way allows us to suggest that C. parvum can be 

considered the main contagious pathogen of diarrhoea among calves between one and three weeks of age. On 

the new plane for the farm type dataset, which showed two clusters, the C. parvum coordinate was located 

almost in the direction of the large farm eigenvector. The BRV coordinate was in the direction of the 

eigenvectors for the medium-sized and small farms. The remaining coordinates of BCV, E. coli K99, C. parvum 

+ BRV, C. parvum + BCV, and BRV + BCV were in the second cluster, and were not correlated with the types 

of farms. These results for the directions of the eigenvectors supported the hypothesis that the predominant 

infectious agent for diarrhoea in of calves in large dairy enterprises is C. parvum, while in medium-sized and 

small farms it is BRV. The other agents and their combinations as etiologic factors in diarrhoea we assess as 

being concomitant secondary pathogenic microorganisms. 

 

 

5. CONCLUSION 

PCA of diarrhoeal infection in calves on cattle farms in Northern Kazakhstan has been presented that 

demonstrates the power of this tool for the preliminary analysis of epidemiological data. Although the analysis 

of the correlation matrix for a multivariate dataset of this sort is quite complex, the use of PCA makes it possible 

to divide the data into simple components that can be easily interpreted. In addition, deep internal structures 

can be discovered in terms of the data and the relationships between them. Our results indicate that PCA can 

be potentially useful in the clustering of epidemiological datasets, and further research in public health and 

veterinary sciences is needed to apply this technique to the analysis of other infectious diseases with a multi-

pathogenic nature. 
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