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 Most digital phishing or scam trick users into fraudulent links and is more 

effective against users with low technology literacy, like in Indonesia. Machine 

learning is widely used for scam classification, but most require sending the 

messages to a centralized server. This induces privacy concern as messages 

might contain private data. Federated learning (FL) was proposed to allow user 

devices to train models locally without sending data to server. In this work, we 

examined the use of FL with gated recurrent unit (GRU) model for classifying 

scam messages in Indonesian language with small dataset. We provided two FL-

based baseline models (FedAvg and daisy-chained algorithms) and a dataset for 

scam classification in Indonesian language. We examined the models based on 

these performance metrics; precision, recall, F1, selectivity, and balanced 

accuracy. Despite the performance, we pointed out characteristics of the FL 

algorithms and the hyperparameters for this use case as pointers towards fine-

tuning these baseline models. Overall, the FL model with FedAvg algorithm 

performed better in all metrics except recall. 
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1. INTRODUCTION  

As technology gets more advanced and more integrated into our daily lives, we are seeing more 

computerized processes generating digital data and storing them either locally or in the cloud. Digital data 

provides convenience of access and processing but is more prone to breaching. Common causes of digital data 

breaches are i) account hacking by brute forcing passwords, ii) security holes in the system that could be 

exploited manually or by malware, and iii) social engineering typically through phishing or scam messages [1]. 

While account hacking and security holes can be alleviated by system robustness, i.e., keeping out the attacker, 

social engineering requires more effort to solve as it largely involves ‘human interaction’. Digital phishing or 

scam messages are commonly encountered through emails, SMS, or other messaging, tricking users into 

fraudulent links with intention to steal their accounts, installing malwares, or transferring some amount of 

money to the attackers. 

Machine learning has been widely used for detecting and classifying scam messages [2]-[7], but most 

of them assume a centralized server for processing the datasets. In a real-world setup, this requires the users to 

send their messages (either from emails, SMS, or other messaging services) to the server, exposing both scam 

and private messages. These private messages might be sensitive information like payment or login 

confirmation. Federated learning (FL) [8], [9] was proposed to deal with this privacy issue by having user 

devices to send only the model parameters to the server. 

https://creativecommons.org/licenses/by-sa/4.0/
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In a typical FL architecture, a central server coordinates with user clients (devices) that locally trains 

machine learning models with local data and sends the trained parameters to the server [10]. Federated learning 

is first proposed in [8], with a widely used FedAvg algorithm where on each training iteration, a number of 

clients (C) perform E number of local forward pass before sending the result to a central server. The server 

aggregates results from clients with weighted average function, then sends the weight update to the clients. In 

this algorithm, C and E are controlled parameters. 

A survey on use of FL in the natural language processing (NLP) field is done in [11]. The survey 

reviews the FL algorithms used in various NLP tasks, along with their limitations and challenges. In general, 

FL-based NLP models still lacks performance-wise compared to centralized ones. In next-word prediction task, 

long short-term memory (LSTM) is widely used in most works [12]-[14], and gated recurrent unit (GRU) is 

also employed [15] due to its lower complexity which is more suitable for client mobile devices. GRU has also 

found similar performance to LSTM in other applications that use historical data [16]. 

In text classification, two apparent challenges in applying FL are the proper algorithm (e.g., using 

FedAvg [17]) for aggregating clients locally trained models, and the size of the models [11]. Text classification 

models like BERT [18] performs well but is too large for client devices. InclusiveFL [19] proposed a method 

for assigning different-sized models to clients with different computing resources, with the goal of having a 

big model at the central server. 

Although limited, there are several libraries and frameworks that support FL development, like 

PySyft, Federated AI Technology Enabler, and TensorFlow Federated [20]. A comparison of FL versus 

centralized machine learning (ML) is done in [20], studying the effect of amount of data, number of nodes, and 

data distribution on the performance. For the same number of nodes, larger amount of data improves the FL 

performance, close to that of the centralized ML. Inversely, increasing the number of nodes in FL does not 

improve the performance, but instead decrease the performance it for large node counts as it reduces amount 

of data per node. For dealing with small datasets, [21] proposed FedDC method which combines federated 

averaging and daisy-chaining of local training between clients. The daisy-chaining aspect allows the model to 

learn from small, distributed datasets. Compared to plain federated averaging and naïve daisy-chaining, FedDC 

performs better in terms of accuracy but requires higher communication overhead. 

In this work, we studied the use of FL in binary classification for scam messages on Indonesian 

language datasets, due to two main reasons. First, scam messages are more effective against unsuspecting users, 

typically in countries like Indonesia where technology is still penetrating wider societies, with lower average 

levels of education or technology literacy. Second, to our best knowledge, there are not many works on scam 

message classification for Indonesian language, which leads to a very small number of workable datasets. It is 

particularly so with federated learning models. Our contributions hence are as follows. 

− We provided baseline models for binary classification of scam messages in Indonesian language with FL 

and small datasets. We studied two FL algorithms; federated averaging, and naïve daisy-chaining [21]. 

− We provide a small dataset for scam message classification in Indonesian language, sourced from SMS 

messages. We chose SMS as in Indonesia, they are more likely to contain scam or phishing. This dataset 

is a combination of an internet-provided dataset [22] and a self-collected dataset. 

The rest of the paper is organized as follows. Section 2 describes our research method; the dataset 

used in this work, its distribution and pre-processing, as well as our federated learning models and training 

parameters. In section 3, we analyze the model performance, intended to serve as a baseline for federated 

learning models with similar use case and dataset constraints. Finally, section 4 concludes this work. 

 

 

2. METHOD 

In this section we describe the Indonesian language dataset used, and the pre-processing performed 

prior to feeding it into the model. The dataset along with the source code is publicly available in our repository, 

detailed in acknowledgement section. We also discuss the model’s architecture used in this work. 

 

2.1.  Dataset description 

The dataset is a combination of a publicly available dataset in [22] and a self-collected dataset with 

manual labelling. Each data point is an SMS message, regardless of whether they belong to the same 

conversation or not. That is, an SMS conversation of 5 messages is seen as 5 separate messages or data points 

(we did not consider contextuality). Due to this data collection nature, we expect our models to classify on an 

individual message basis. 

Our dataset is small and imbalanced, i.e., 1,780 messages, where 591 are scams (positive class), and 

1,189 are normal and promotional messages (negative class). As shown in Table 1, the main data set of 1,780 

is into 56% for the training set, 14% for the validation set, and 30% for the testing set. We kept a similar 

positive and negative class distribution for all sets. 
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Table 1. Distribution of training and test data 
Usage Scam Non-scam Sum by usage 

Training + validation 397 843 1240 

Test 194 346 540 

Total 1780 

 

 

2.2.  Data format and pre-processing 

The dataset is stored as a creating shared value (CSV) file with two columns, ‘message/text’ and 

‘label’. Our GRU model expects a fixed-length message input, hence we perform these data pre-processing 

steps below (which is also depicted in Figure 1. We kept the original dataset intact, and only perform these pre-

processing steps in the memory. 

− Lower case and symbol removal: Turning all letters into lower cases, and removing these special symbols 

“!@#$%^&*()” as well as numbers. 

− Indonesian stop words removal: Removing known Indonesian stop words that are generally not relevant 

for the training, based on the list defined in the Scikit-learn library. 

− Words tokenization: The message is tokenized into words, i.e., we split them by white spaces. Each word 

is then converted into a number that represents the index of that word in a previously created bag of words. 

The bag of words was created from scratch, based on our whole dataset in which we apply the same data 

pre-processing. 

− Padding and truncation: This is done based on an input size threshold (word count). If a message’s word 

count (tokenized) is less than the threshold, it is pre-padded with zeros. If a message’s word count exceeds 

the threshold, it is truncated. The output is then fed into the model. In this work, we used a threshold of 

30 words. Figure 2 illustrates this process. 

 

 

 
 

Figure 1. Data pre-processing flow 

 

 

 
 

Figure 2. Pad and truncate process examples 

 

 

2.3.  Model description 

We studied two federated learning algorithms in this work: i) aggregated FL (using FedAvg), and  

ii) daisy-chained FL (naïve daisy chaining). Due to the small dataset, we only used two virtual workers in the 

FL setups, referred to as Anne and Bob for convenience. We used horizontal data partitioning [23] for 

distributing to the workers. The two virtual workers are assigned slightly different positive and negative class 

distributions in the training data, to emulate such possibility in the real case [24]. That is, Anne had 35% 

positive and 65% negative classes distribution, while Bob had 28% positive and 72% negative classes 
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distribution. Table 2 summarizes the distribution of the training data. Due to the difference of training 

mechanisms in the two setups, workers in the daisy-chained FL were assigned validation data, while workers 

in the aggregated FL setup were not. 

 

 

Table 2. Distribution of data on virtual workers 
(Aggregated FL) 

Data holder 
Train Eval 

Sum by data holder 
Scam Non-scam Scam Non-scam 

Anne 173 323 0 0 496 

Bob 141 355 0 0 496 

Global model - - 83 165 248 

(Daisy-chained FL) 

Anne 173 323 37 87 620 

Bob 141 355 46 78 620 

Global model - - 0 0 0 

 

 

2.4.  Aggregated and daisy-chained FL algorithm 

In the aggregated FL, the training validation is performed on the aggregated (global) model in each 

iteration. That is, the virtual workers Anne and Bob are trained on their own data set, but the training loss is 

computed on the global model. The global model is then updated and sent back to the workers for the next 

iteration. On the other hand, the daisy-chained FL does not aggregate into a global model. Instead, the workers 

alternately train and validate their local model and local dataset in each iteration and pass the model to the next 

worker. At the end of the last iteration, the global model is attained. Figure 3 depicts two FL configurations. 

 

 

 
 

Figure 3. Aggregated FL and daisy-chained FL configuration 

 

 

2.5.  GRU model description, training hyperparameters, and training setup 

Both of our virtual workers run a GRU model (no pre-training) based on a handcrafted model [25] by 

the developer of PySyft, a Python-based federated learning framework used in this work. The GRU architecture 

is as follows. 

− An embedding layer, with an input dimension equals to our self-made vocabulary size, and 50 output 

neurons. 

− A single layer GRU with 10 output neurons. 

− A dropout layer for dropping 20% of processed information. 

− A dense layer with one output neuron, followed by sigmoid activation. 

The binary classification threshold is set dynamically using threshold moving [26]. We used binary 

cross entropy as the loss function and stochastic gradient descent (SGD) optimizer for both aggregated FL and 

daisy-chained FL. The training was run with batch size of 30, variations of 100 and 200 epochs, and learning 

rate of 0.1, 0.01, 0.001. In total, we have six combinations based on the number of epochs and learning rates. 

The models were trained locally with Jupyter Notebook running on a Dell Vostro 14-3468, Intel i5-7200U 

processor, 12GB of RAM and ~400GB of disk spaces. Details of the Python environment and required libraries 

can be found in our code repository, provided in the acknowledgement section [27]. 
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3. RESULTS AND DISCUSSION 

This work is intended as an initial study for the use of federated learning in scam message 

classification with a small Indonesian language dataset. Hence, instead of focusing on the raw performance, in 

this work we focus our evaluation on: 

− providing baseline models and performance for federated learning for similar use case (binary 

classification on small Indonesian language dataset). 

− providing insights on the use of and dataset limitation based on analyzed patterns of the results. 

For each combination of epochs and learning rate, we ran the training and testing 5 times. The results 

were averaged and summarized in Tables 3 and 4. As shown in both tables, the initial models in this work did 

not perform well, i.e., the metrics are hovering around 50%, similar to random guessing. We used precision, 

recall, F1-score, selectivity, and balanced accuracy as the metrics in this work. 

 

 

Table 3. Test results grouped by hyperparameter configurations 
Epoch LR FL configuration Precision Recall/TPR F1-score Selectivity/TNR Balanced Accuracy 

100 0.001 Aggregated 38.61% 55.75% 45.54% 50.26% 53.01% 
  Daisy 38.92% 49.33% 43.46% 56.71% 53.02% 

100 0.01 Aggregated 37.09% 52.12% 43.13% 50.61% 51.36% 
  Daisy 38.08% 57.31% 45.69% 48.41% 52.86% 

100 0.1 Aggregated 36.67% 43.52% 39.72% 57.69% 50.61% 
  Daisy 38.44% 56.27% 45.52% 49.28% 52.77% 

200 0.001 Aggregated 38.87% 47.88% 42.69% 57.98% 52.93% 
  Daisy 38.09% 52.54% 44.08% 52.10% 52.32% 

200 0.01 Aggregated 41.11% 53.16% 45.97% 56.95% 55.05% 
  Daisy 37.40% 52.02% 43.46% 51.70% 51.86% 

200 0.1 Aggregated 37.74% 47.98% 42.13% 54.09% 51.04% 
  Daisy 36.04% 53.68% 43.01% 47.38% 50.53% 

 

 

Table 4. Test results grouped by FL configurations 
Epoch LR FL configuration Precision Recall/TPR F1-score Selectivity/TNR Balanced Accuracy 

100 0.001 

Aggregated 

38.61% 55.75% 45.54% 50.26% 53.01% 

100 0.01 37.09% 52.12% 43.13% 50.61% 51.36% 

100 0.1 36.67% 43.52% 39.72% 57.69% 50.61% 

200 0.001 38.87% 47.88% 42.69% 57.98% 52.93% 

200 0.01 41.11% 53.16% 45.97% 56.95% 55.05% 

200 0.1 37.74% 47.98% 42.13% 54.09% 51.04% 

100 0.001 

Daisy 

38.92% 49.33% 43.46% 56.71% 53.02% 

100 0.01 38.08% 57.31% 45.69% 48.41% 52.86% 

100 0.1 38.44% 56.27% 45.52% 49.28% 52.77% 

200 0.001 38.09% 52.54% 44.08% 52.10% 52.32% 

200 0.01 37.40% 52.02% 43.46% 51.70% 51.86% 

200 0.1 36.04% 53.68% 43.01% 47.38% 50.53% 

 

 

Table 3 groups the results by hyperparameter combinations to highlight the performance difference 

between aggregated FL and daisy-chained FL, with the bold texts showing which FL configuration performs 

better on certain metric. Figure 4 depicts the relative performance difference between the two FL configurations 

where positive values denote the aggregated FL performing better, and vice versa. 

− The precision and balanced accuracy metrics are showing similar behavior where the aggregated FL 

performs better than the daisy-chained FL when the models were trained over longer epochs of 200. If 

we directly move messages marked as scam into a ‘scam folder’, higher precision is crucial as we do not 

want to falsely move important messages into the ‘scam folder’. 

− Better recall performance is shown by the daisy-chained FL for 4 of the 6 hyperparameter combinations. 

In most scam classification case, higher recall is more desirable since we want to capture as much scam 

message as possible. This is best implemented in a system that shows warning to the users for messages 

marked as scam, instead of moving them into a ‘scam folder’. The F1-score metric is highly affected by 

the recall metric, hence showing similar behavior. 

− Selectivity of the aggregated FL is much higher than the daisy-chained FL for 5 out of 6 hyperparameter 

configurations. However, selectivity is less impactful compared to precision and recall since scam 

messages classification normally focus on finding scam messages instead of normal messages. 

Table 4 groups data by the FL configurations to highlight overall performance of the models and 

hyperparameter combinations. The bold texts denote the pairs of FL configuration and hyperparameter that 

attained best model performance for each metric. It is shown that the aggregated FL performed better on all 
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measured metrics, except at recall where the daisy-chained FL performed better. The aggregated FL trained 

on 200 epochs and learning rate of 0.01 provides highest overall performance across metrics.  

 

 

 
 

Figure 4. Normalized performance difference of models relative to aggregated FL (Positive value means 

aggregated FL is batter) 

 

 

4. CONCLUSION 

In this work, we examined the use of FL for scam messages classification in Indonesian language with 

a small dataset over several configurations. We provided two baseline FL models with FedAvg (aggregated 

FL) and naïve daisy-chained (daisy-chained FL) algorithms, using Python-based PySyft framework and GRU 

model provided by the Pysyft developers. Despite both FL models performing similarly to random guessing, 

we found some patterns that could serve as pointers towards fine tuning these baseline models. 

The aggregated FL had better precision and balanced accuracy when trained over more iterations. It 

also attained better selectivity for all hyperparameter configurations except when trained with 100 iterations 

and learning rate of 0.001. The daisy-chained FL had better recall performance on 4 out of 6 hyperparameter 

configurations, and in effect the same pattern for F1-score. In terms of best model and configuration for each 

metric, the aggregated FL attained the best results in precision, F1-score, selectivity, and balanced accuracy. 

The daisy-chained FL bested the aggregated FL only at the recall performance, trained over 100 iterations and 

learning rate of 0.01. As there are very few works on using FL for scam message classification in Indonesian 

language with small dataset, we aimed that our models could serve as the baseline for other future works. We 

also made our dataset publicly available in our repository for research use, to minimize the lack of such dataset 

in Indonesian language. 
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