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 This work aims at discovering topics in a text corpus and classifying the most 

relevant terms for each of the discovered topics. The process was performed 

in four steps: first, document extraction and data processing; second, labeling 

and training of the data; third, labeling of the unseen data; and fourth, 

evaluation of the model performance. For processing, a total of 10,322 

"curriculum" documents related to data science were collected from the web 

during 2018-2022. The latent dirichlet allocation (LDA) model was used for 

the analysis and structure of the subjects. After processing, 12 themes were 

generated, which allowed ranking the most relevant terms to identify the skills 

of each of the candidates. This work concludes that candidates interested in 

data science must have skills in the following topics: first, they must be 

technical, they must have mastery of structured query language, mastery of 

programming languages such as R, Python, java, and data management, 

among other tools associated with the technology. 
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1. INTRODUCTION 

Topic modeling is relatively new and is applied to explore and predict discrete data. When it comes 

to finding out what a large text corpus is about, it is impossible to read and summarize them manually. Latent 

topics are extracted from a corpus of documents using the topic modeling technique of natural language 

processing (NLP) [1], as well as texts with a large vocabulary, these models have proven to be very effective 

[2]. However, finding the correct number of latent themes in a corpus of the text remains a problem [3]. There 

are many methods of topic modeling, such as latent semantic analysis [4], [5] the matrix factorization does not 

refusal (NMF) [6] that attempt to model latent topics as probability distributions or as a set of vectors in topic 

space by implicitly asserting that the number of topics is known in advance. 

The simplest approach to analyzing textual documents is to use a vector space model, which considers 

documents as vectors of word frequency [7]. A vector space model considers the terms as dimensions in a high-

dimensional space so that each document is represented by a point in that space [8], the latent dirichlet 

https://creativecommons.org/licenses/by-sa/4.0/
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allocation (LDA) model considers topics as multinomial distributions over words, and assumes that the 

documents are sampled from a random mixture of these topics [8], [9]. The LDA model considers a document 

as a mixture of topics and is able to generate the words as long as it is assigned the latent variables, i.e., it fits 

the generative model to the words in the documents. This is achieved by sampling words in the documents and 

counting sentences in the topics as a result of running LDA on a time instance, generating weights for the next 

step [10]. 

In this work, the LDA model is used as a basis. LDA considers a supervised classification of 

qualitative variables in which two or more groups are known a priori, and new observations are classified into 

one of them according to their characteristics. Using Bayes' theorem, the probability that an observation given 

certain conditions, belongs to each of the classes of the qualitative variable is estimated, then the observation 

is assigned so that the probability is higher. This work is focused on technical specialists in technology, who 

seek to solve the problem of finding topics in large bags of raw text. Likewise, it aims to discover topics in a 

corpus of text, then classifies the most relevant terms for each of the discovered topics. We work with a set of 

documents extracted from the web. From this dataset, we analyze the skills of candidates interested in data 

science and seek to understand what groups of skill sets exist. 

 

 

2. RELATED LITERATURE 

LDA is a probabilistic generative statistical model that assumes that each text is a distribution of topics 

and each topic is a distribution of words. As a result, given a text, the model seeks to determine the proportion 

of one variable given the value of another variable in order to maximize the parameters of the generative model 

[11], [12]. LDA is a topic modeling method widely used by academics and researchers in text classification. 

Some related work is reviewed below. 

At work [13] the authors used three different scenarios to evaluate the discovery of semantic 

information in various remote sensing applications, including optical and synthetic aperture radar data at 

different spatial resolutions. Recently, in [14] explored the structure of social discourse on aging in Korea by 

analyzing newspaper articles on aging. Similarly, at [15], [16] proposed a novel method combining K-Means 

clustering and LDA, with the aim of generating multi-document text summaries based on extractive topic 

modeling for news documents. Similarly, at [8] proposed a measure to identify the correct number of topics 

and we provide empirical evidence in favor of a better accuracy and classification of the number of topics that 

are naturally present in the corpus. As well as, at [17] the authors investigated how to resolve the difficulties 

of feature selection and categorization, in [18] used the LDA method to categorize customer reviews. Also, in 

[19] evaluated the performance of the LDA model, where they concluded that, it can be improved by using 

some auxiliary features instead of limiting it to some extent, achieving a new innovation and clustering service 

with better efficiency and higher accuracy through word2vec. Similarly [20], [21] proposed a model using an 

unsupervised approach for term extraction and integrating a regular expression constraint condition, which 

makes the subject more meaningful and interpretable from a limited increase in the dimensions of the 

vocabulary. 

If we are interested in making fewer incorrect predictions, we can consider decreasing the a posteriori 

probability limit for the decision limit. For example, [22] studied the performance of online LDA in several 

ways, including fitting a 100-topic model to 3.3 million Wikipedia articles in a single pass. Where it is shown 

that on-line LDA determines thematic models as well as those determined with a batch variational Bayes 

algorithm, in a short time. The same as, in [9] proposed a topic model that automatically captures topic patterns 

and identifies emerging topics from text streams and their changes over time. This approach allows the topic 

modeling framework, i.e., the LDA model, to work online to build an updated model when a new document 

appears incrementally. 

Likewise, in [23] proposed a hybrid recommendation model using LDA-based topic filtering. This 

model is an extension of LDA, where words correspond to user and item characteristics and are considered 

suitable for dealing with startup problems, as they provide predicted ratings for new users and items through 

their latent dimensión in [1], [24] conducted comparative experiments between LDA and latent semantic 

analysis (LSA), finding different points; LDA learns descriptive topics better, while LSA is better at creating 

a compact semantic representation of documents and words in a corpus. Finally, [25] modified the LDA 

algorithm to work with graph data instead of text corpora. These medications reflect the differences between 

real-world graph data and text corpora. While previous studies considered many aspects of topic modeling, 

LDA [8] is a supervised classification method and it is the most relevant work for our approach identifies the 

correct number of topics offering empirical evidence in favor of accuracy and classification that are naturally 

present in the corpus. 

 

 

 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 30, No. 1, April 2023: 246-256 

248 

3. METHOD 

This section shows the development of the terminology of the LDA method, using Bayes' theorem, 

and the detailed implementation of the case study that seeks to discover topics in a text corpus and then 

automatically classify the most relevant terms for each of the discovered topics. LDA is a probabilistic 

generative model of supervised classification of qualitative variables in which more than one group is known 

a priori and new observations are classified into one of them according to their characteristics. Using Bayes' 

theorem, the probability that an observation, given a certain value, belongs to a qualitative variable, P (Y=k | 

X = x), is estimated.  

Finally, the observation is assigned to class k so that the predicted probability is higher. Let us now 

consider Bayes' theorem. Considering two events, A and B, Bayes' theorem states that the probability of B 

occurring is that A(B|A) is equal to the probability of A and B occurring at the same time (AB) divided by the 

probability of occurrence A. The equation is shown below. P(B|A)=P(AB)/P(A). 

The ability of the LDA to correctly classify observations depends on how efficient the estimates are [2]. 

The closer to the true value, the closer the Bayes LDA classifier is to the true value [26]. LDA is a three-level 

hierarchical model, where each element is modeled on an underlying set of probabilities. Text modeling, 

probabilities, and estimates provide an explicit representation of a document [2], from the training of text 

documents using a generalization of algorithms to maximize expectations [27]. Probability is considered 

inadequate for Bayesian inference, since density functions are similar in form to likelihood, and from this, 

closed distributions are formed under-sampling in several directions [28]. However, in the case of the prior 

probability, the estimation is usually straightforward, the probability that any observation belongs to a given 

class is equal to the number of observations of that class divided by the total number of observations. Likewise, 

if the estimate is not so straightforward and certain assumptions are required to obtain it, it is normally 

distributed to estimate its value. The calculation of the LDA model estimates is shown in (1) and (2). 
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Where, �̂�𝑘 is the mean of the observations of the group k, 𝜎𝑘 is the weighted average of the sampling variances 

of the k classes with respect to total sample sizes. 

The following conditions must be met for the LDA to be valid: a) Each part of the model predictor is 

distributed broadly across each class of response variable b) The variance of the predictor is the same for all 

classes of response variables. When the normality condition is not met, LDA loses accuracy, but it can still 

arrive at relatively good classifications.  

For LDA accuracy, one has to evaluate how efficient the resulting classification is. Confusion matrices 

are one of the best ways to evaluate the accuracy of an LDA model. They show many true positives, true 

negatives and false positives. In the run, the LDA method searches for decision boundaries that are closest to 

the Bayes classifier, which, by definition, has the lowest total error ratio among all classifiers. Therefore, LDA 

tries to achieve as few misclassifications as possible, but there is no difference between false positives and 

false negatives. 

In Figure 1, each word is associated with a latent theme; it is stated as Z. Now, this assignment of Z 

to a topic gives a distribution of words present in the corpus, represented by θ. Finding the best possible 

representation of the topic-word matrix and the document-topic matrix is the ultimate goal of LDA to determine 

the most optimized distribution. Since LDA assumes that documents are a set of topics and topics are a set of 

words, LDA works backwards from the document to identify which topics would have originated these 

documents and which words would have originated these topics. Since we now understand how LDA works, 

let's look at the steps for implementing LDA: a) data processing, b) data tagging and training, c) tagging of 

unseen data, and d) evaluation of the model's performance. 

 

3.1.  Data processing 

For the case study, 10322 thousand of resumes were collected from the web. In addition, personal data 

were masked from the dataset, taking into account the degree of sensitivity this represents. From this dataset, 

we will analyze the skills of candidates interested in data science and the groups of sets formed from the skills. 

Each document in the corpus should be represented as a list of words in the processed data. Figure 2 presents 

the flow chart that follows the data processing. 
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For processing, the first step is the preparation of the data set in a text file, followed by data extraction, 

loading, and transformation, for which the Python programming language is used, supported by the stringr 

library, a preliminary cleaning is performed, and then the text file is converted into csv format. Table 1 shows 

the plain text file. 

 

 

 
 

Figure 1. LDA space and its data set 

 

 

 
 

Figure 2. Data processing flowchart 

 

 

Table 1. Raw data prior to processing 
Id Specialist Skills 

1 

Data 

Scientist 

Intern 

['TECHNICAL SKILLS\xa0', <br/>, '\xa0', <br/>, '• R • Tableau • Machine Learning\xa0', <br/>, '• D3.js • SQL, 

PostgreSQL, pgadmin 4 • JavaScript\xa0', <br/>, '• Python • HTML/CSS • Statistics, Probability'] 

2 

Junior 

Data 

Scientist 

['TECHNICAL SKILLS:\xa0', <br/>, 'Languages Java, C, C++, Python, R, Scala, SQL\xa0', <br/>, 'Web Services 

SOAP, REST\xa0', <br/>, 'Web Technologies HTML, CSS, JavaScript, PHP\xa0', <br/>, 'Database DB2, MySQL\xa0', 

<br/>, 'Software Android Studio, Eclipse, IntelliJ IDEA, NetBeans, GIT'] 

3 
Data 

Scientist  

['TECHNICAL SKILLS\xa0', <br/>, '• Proficient: Java, Haskell, Python, R, SQL, C, C++, Matlab, Excel, VBA\xa0', 

<br/>, '• Familiar with: JMP, Tableau, ArcGIS, Weka, TensorFlow'] 

 

 

Table 1 presents the text file data before processing. Subsequently, the Sklearn and Gensim packages 

and libraries are applied, the latter capable of running multiple cores. Therefore, it has a better performance. It 

is at this stage that the maximum number of columns is set. With the enable_notebook function (), the automatic 

D3 display of the prepared model data is enabled. Similarly, with the function clean_up_spacy () The cleaning 

process is started for each document, among other functions. As shown in Figure 3. 

 

 

 
 

Figure 3. Cleaning code and tokenization of the LDA model 
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Next, we proceed with the loading of the pre-trained LDA model. To do so, we use the functions: 

load(), dictionary.load(), mmCorpus(), which allow us to load the document, the dictionary of the corpus, and 

thus create the document-topic matrix. This matrix is used for automatic document labeling. Something strange 

happens when we use LDA with the Gensim function. It happens that with Gensim when it shows the most 

coherent topics, it also shows the word representation and the coherence score, but does not map the topic ID. 

To overcome this problem and correctly map the coherence score with the correct topic ID, we use the 

following cell: show_topics (num_topics, formatted, num_words), top_topics (doc_term_matrix, dictionary, 

topn), DataFrame ([], columns=['Topic','words']). Finally, we load and display the points of coherence with the 

function to_csv('CoherenceScore.csv'), as shown in Table 2. 

 

 

Table 2. Relevant words for each topic 
Topic Words with Relevance 

0 Topic1 {xml, technical, html, java, uml, sql, pl, windows, oracle, agile} 

1 Topic2 {ms, Python, r, technical, c, data, java, sql, oracle, windows} 

2 Topic3 {project, core, computer, analytics, analysis, r, team, data, areasof, c++} 

3 Topic4 {project, skills, linkedin, powershell, salesforce, unix, technical, linux} 

4 Topic5 {skills, computer, Python, r, excel, technical, matlab, data, sql, windows} 

5 Topic6 {means, key, excel, technical, k, access, teradata, sql, sql_server, oracle} 

6 Topic7 {spark, hadoop, Python, r, tableau, technical, pandas, scikit, sql, numpy} 

7 Topic8 {s., d. core, software, m., skill, j., r., taleo} 

8 Topic9 {spark, Python, r, tableau, technical, hive, pig, java, hadoop, sql} 

9 Topic10 {python, css, mysql, c, html, java, javascript, sql, c++, php} 

10 Topic11 {relevant, research, illustrator, french, data, spanish, native, english, indesign} 

11 Topic12 {sas, Python, r, excel, tableau, technical, matlab, java, sql, c++} 

 

 

The text cleaning code is shown in Figure 3, and the word list of each document is also generated. 

Table 2 shows the most relevant words in the model, thus converting the corpus into a document-term matrix 

for LDA and then defining the core of the LDA model. It is important to specify why the number of topics was 

set to 12. The most complicated part of LDA modeling is the selection of the number of topics. In addition, the 

most commonly used way is to measure the degree of semantic similarity between the high-scoring words in 

the topic. We used Figure 4 as a reference to determine the ideal number of topics, where it can be seen that 

the best number is between 11 and 12.  

 

 

 
 

Figure 4. Topic coherence 

 

 

To choose the number of clusters, we applied the thematic coherence approach. With this approach, 

we quantify the coherence of a topic by measuring the degree of semantic similarity between the top-rated 

words. This technique helps to differentiate between themes that are interpretable by humans and those that 

are artifacts of statistical inference. To calculate the coherence of a topic model, in (3) is used. 
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𝑐𝑜ℎ𝑒𝑟𝑒𝑛𝑐𝑒 = ∑ 𝑠𝑐𝑜𝑟𝑒𝑖<𝑗 (𝑤𝑖 , 𝑤𝑗) (3) 

 

Through (3), pairwise scores are calculated for each of the words selected above. The average 

consistency score per topic is taken for all topics in the model to arrive at an optimal score for the model, as 

shown in Figure 4. 

 

3.2.  Data tagging and training 

For data training in the LDA model, it is essential to specify the number of relevant topics. Each word 

is assigned to a topic, based on the probability, it is assigned a score according to the dataset it possibly belongs 

to. Again, this word is assigned to another topic, and its probabilistic score is calculated; after this iterative 

process, the list of words of each topic with a probability of belonging to a particular topic is obtained. For 

example [29] argues that these words tend to coexist in the same context, and words with high frequency have 

more significant positions in each topic. In the LDA model, a set of documents share the same topics, but the 

proportions are different for each document. To demonstrate data labeling and training, as shown in Table 3, 

we used the functions as: get_document_topics (doc_term_matrix, topic_probability), this function returns the 

distribution of topics for the document arc as a list, in turn ignoring topics that are below minimum probability 

dataframe(list(topic)). Also, the doc2topic network was used, the function of this network is to model the input 

co-occurrences of core and context words. It takes the word ID and the document ID as input, fed through two 

separate embedding layers of the same dimensionality. Each dimension represents a topic and is modeled 

between a word and its document ID [30]. This network trains by negative sampling, i.e., for any document, 

both real concurrent words and random words are fed to the network. 

 

 

Table 3. Labeling and data training 

Topic1 Topic2 Topic3 Topic4 Topic5 Topic6 Topic7 Topic8 Topic9 Topic10 Topic11 Topic12 
Automated 

topic_id 

0 0.00641 0.00641 0.00641 0.00641 0.00641 0.00641 0.736178 0.00641 0.00641 0.199718 0.00641 0.006411 Topic7 

1 0.003968 0.003968 0.003968 0.003968 0.003968 0.003968 0.003968 0.003968 0.003969 0.956348 0.003968 0.003968 Topic10 

2 0.005208 0.005208 0.005208 0.005208 0.005208 0.005208 0.005209 0.005208 0.005208 0.005209 0.005208 0.942708 Topic12 

3 0.002604 0.042106 0.002604 0.002604 0.002604 0.002604 0.002604 0.002604 0.200676 0.245217 0.002604 0.491168 Topic12 

4 0.004902 0.412774 0.004902 0.004902 0.004902 0.004902 0.004902 0.004902 0.004902 0.004902 0.205122 0.337986 Topic2 

 

 

3.3.  Tagging of unseen data 

In the data labeling process, the words have to be ordered with respect to their probability score and, 

for this, the perplexity technique is used to determine the probability when evaluating the models. 

Perplexitytries to measure how surprised this model is when it receives a new set of data. This measures the 

normalized log likelihood of the test set, the lower the perplexity, the better the model.  

 

𝑙(𝐷′) =
𝛴𝐷 𝑙𝑜𝑔2 𝑃(𝑤𝑑;𝛩)

𝐶𝑜𝑢𝑛𝑡 𝑜𝑓  𝑡𝑜𝑘𝑒𝑛𝑠
 (4) 

 

𝑝𝑒𝑟𝑝𝑙𝑒𝑥ⅈ𝑡𝑦(𝐷′) = 2−𝑙 (𝐷′) (5) 

 

In (4) calculates the log likelihood; the probability of observing some unseen data, given a previously 

learned model. This checks whether the model captures the distribution of the retained set; if not, the perplexity 

is very high, which tells us that the model is not efficient. In (5) the perplexity is calculated to evaluate the model. 

To find the probability of the unseen data, as shown in Table 4. Functions such as 

dictionary.doc2bow(clean_up_spacy(text)) were used. This function counts the number of occurrences of each 

distinct word, in turn, converts the ID of each word to an integer and returns the result as a sparse vector. The 

function topic_probability.sort_values (probability, ascending) is responsible for sorting the data in the column in 

ascending or descending order. Also, other functions were used, such as: topic_probability (), dataFrame (), among 

others. Table 4 shows the degree of probability for each of the topics. In it we can see that topic 12, 9, and 10 have 

the same probability within the unseen data. The same is true for topics 2, 5, 1, 3, 6, 8, 4 and 11, respectively. 

 

3.4.  Evaluation of model performance 

Finally, the performance of the algorithm is evaluated with the help of the confusion matrix and the 

prediction accuracy of the subject is found. For this purpose, the scoring method was used, which provides an 

evaluation criterion for the problem. The scoring parameter was also used, which allows cross-validation to be 

performed, based on an internal scoring strategy; then the sklearn metrics module was implemented to evaluate 
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the loss, score and usefulness of the prediction performance. Finally, we worked with the sklearn. 

metrics.confusion_matrix library to calculate the confusion matrix to evaluate the prediction accuracy, where 

we obtained as output data the following matrix [11, 0, 0, 0, 0, 0, 9, 0, 0, 0, 0, 0, 6, 0, 0, 3, 0 ] and, to know the 

linear discriminant and the accuracy achieved by the algorithm, we used the metrics. Accuracy score library, 

which gave as a result [1,1] which represents 100% accuracy. 

 

 

Table 4. Labeling of unseen data 
Topic  Probability 

6 Topic7 0.923611 

11 Topic12 0.006945 

8 Topic9 0.006945 

9 Topic10 0.006945 

1 Topic2 0.006944 

4 Topic5 0.006944 

0 Topic1 0.006944 

2 Topic3 0.006944 

5 Topic6 0.006944 

7 Topic8 0.006944 

3 Topic4 0.006944 

10 Topic11 0.006944 

 

 

4. RESULTS AND DISCUSSION 

In this section, we rank the terms according to their relevance within the topics and describe the results 

of the case study. 30 relevant terms were systematized by topic. For the primary estimation, we performed a 

test to find the topics with the optimal value in the definition of relevance for interpretation. 

In theme 5, where we can find repeated words, such as the word Python, R, technical, data, SQL y 

Windows. That words are repeated in the different topics is not a problem. This leads us to the conclusion that 

the different topics {1….12} are closely related to the skills possessed by data science candidates. Figure 5 

shows the terms that are most frequently repeated in the different topics, for example. The term SQL is repeated 

in 10 topics, followed by technical in 8 topics, the programming language R in 7 topics, as well as Python, 

Java, data tableau and Oracle. Currently, data science is a comparatively new field. Many data scientists come 

from different disciplines, statistics, engineering, even social sciences and business. This means that as 

companies seek to harness the power of data for their increasingly digital business, companies in all industries 

are looking for data scientists and vice versa. As a result, there is an increasing demand on the web for 

professionals with data management skills. To find the most relevant terms within the corpus, we first had to 

preprocess the data and then find the ideal number of clusters, as shown in Figure 4. Then, it was classified 

into 12 topics, as shown in Table 2. 

Figure 6 shows the top 30 most relevant terms for each selected topic. By ej. In topic 12, when the 

relevance metric approaches one. (1), The frequency estimate of terms within topic 12 is higher than the overall 

frequency of terms; the opposite is true for topic 6, where the overall frequency is higher than the frequency 

estimate within topic 6. AlSumait et al. [9] where they considered different metrics to find the most relevant 

terms within the corpus, which is fine, however, the most practical way is the one used in the development of 

this work. This study focused on topic modeling through LDA. Although LDA is a widely used technique, it 

suffers from order effects when shuffling the order of the data, generating different themes. This limitation can 

sometimes cause errors and generate misleading data, such as an inaccurate description of the topic [31]. 

Computational specialists are working on the LDA model to find a method that generates more stable results. 

The 12 themes extracted from the LDA model are summarized in Table 1 and shown graphically in 

Figure 6. To better understand the theme, the keywords associated with candidates interested in data science 

are examined, as well as the candidate's profile on the theme. For example, the labeling of data to identify the 

skills of each candidate interested in data science can be seen in themes 7, 10, 12, 12, 12, and 2 in Table 2. It 

should be noted that terms from different themes may be repeated in each theme. Topic 1 includes relevant 

terms such as the standard format of XML, technical, HTML, Java, UML, SQL, PL, Windows, Oracle and 

agile. Topic 2 also includes words such as Python, MS, R, technical C, data, Java, SQL, Oracle y Windows. 

Some of these words are repeated in the topic 3, for example, programming language R, C and the word data. 

Finally, the results indicate that the skills that data science candidates should possess should be mainly 

technical, mastering structured query language, mastering R, Python, Java programming languages, and data 

processing, among others. 
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Figure 5. Number of times the words are repeated 

 

 

 
 

Figure 6. 30 most relevant terms for topic 12 

 

 

5. CONCLUSION 

LDA is a very powerful tool for working with large amounts of structured and semi-structured text 

documents. The data analysis process is often complex because of the need to achieve a high level of accuracy 

and the enormous amount of data. To find the topics, the following structure had to be followed: 1) document 

extraction and data processing, 2) data labeling and training, 3) labeling of unseen data, and 4) evaluation of 

the model's performance. It is essential to specify that, to find the number of themes, the theme coherence 

approach was applied, resulting in 12 themes. From this, the most relevant terms for each of the 12 topics were 

classified, then we proceeded with the labeling and training of the data, for which we used different libraries, 

including that of probability. 

The present study has both theoretical and practical relevance. On the theoretical side, the study 

applies a machine learning approach, with the LDA model to discover topics in a text corpus, using curricular 

data extracted from the web. On the practical side, the study recommends the LDA model together with 
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machine learning be applied in cases of topic identification from large documents, thus allowing it to be adapted 

and improved to achieve a better level of accuracy. 

In this study, from the processing to the classification of the most relevant terms, it became evident 

that certain terms are repeated in the different topics. For Ej, the term SQL is repeated in 10 topics, technical 

in 8 topics, R in 7 topics, Python in 6 topics, and so on. With this, we can conclude that the different topics are 

closely related to the skills possessed by data science candidates. As with all research, there are limitations. 

The attribute log was applied to the initial data set, however, within the data set, there may be a variety of 

combinations and factors that can affect the prediction results. In future work, machine learning with the LDA 

model can be optimized to improve detection and classification accuracy. 
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