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 In recent years, information overload has become a phenomenon where it 

makes people difficult to filter relevant information. To address issues such 

as high-dimensional data, cold start, and data sparsity, semi-autoencoder is 

one of the unsupervised deep learning methods used in the recommendation 

systems. It is particularly useful for reducing data dimensions, capturing latent 

representations, and flexibly reconstructing various parts of input data. In this 

article, we propose an improved hybrid semi-stacked autoencoder for item-

features of recommendation system (iHSARS) framework. This method aims 

to show better performance of the hybrid collaborative recommendation via 

semi-autoencoder (HRSA) technique. Two novel elements for iHSARS’s 

architecture have been introduced. The first element is an increase sources of 

side information of the input layer, while the second element is the number of 

hidden layers has been expanded. To verify the improvement of the model, 

MovieLens-100K and MovieLens-1M datasets have been applied to the model. 

The comparison between the proposed model and different state-of-the-art 

methods has been carried using mean absolute error (MAE) and root mean 

square error (RMSE) metrics. The experiments demonstrate that our framework 

improved the efficiency of the recommendation system better than others. 
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1. INTRODUCTION  

With the explosion of information on the Internet in recent years, the problem of information overload 

arises [1]. Therefore, it is increasingly difficult to efficiently filter relevant information from all the data available 

on the internet, which is a potential challenge for many Internet users [2]. One of the solutions to deal with the 

issue of information overload is the use of recommendation system techniques. This technique involves 

processing data to determine which items are necessary and important to users, as well as to better serve their 

needs [3]. This study becomes an important area of research after being launched in the middle of the 1990s [4], 

[5]. The study gives beneficial in providing recommendations in a wide range of applications such as music 

preferences, movies, news, books, social networks, research articles, products in general, and so on [6]-[8]. 

There are three primary categories of recommendation systems, namely content-based filtering (CBF), 

collaborative filtering (CF), and hybrid filtering [9], [10]. CBF technique is also called cognitive filtering [5]. 

It makes recommendations based on how closely related items relate to those that users liked previously [3], 

consequently, it also depends on the user-item profile and user profile. On the other hand, the CF technique 

recommends items for an active user that other users like based on their similarities, through their similar 

interests and tastes [11]. As for hybrid filtering technique, the technique mixes two or more different methods 

https://creativecommons.org/licenses/by-sa/4.0/
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to improve the performance of recommendations and to avoid some problems that the previous methods could 

not address [12]. 

In this paper, the focus is on the CF technique because it is the most widespread, popular, and effective 

technique in this field [13]. There are two categories into which it can be divided: model-based approaches and 

memory-based approaches [14]. Memory-based approaches attempt to find users similar to the active user by 

using all user rating data to generate the missing user rating for an item [15], [16]. Furthermore, this method is 

also based on how the data is processed, which can be divided into two main types: user-based and item-based. 

The user-based method makes missing rating predictions for the target user based on other similar users in 

rating preferences. On the other hand, the item-based method, unlike the user-based method, the prediction of 

the target user's rating depends on the similarity of the item [17]. For model-based approaches, it is based on 

creating a model that can describe user rating data based on a user rating matrix for a user prediction of 

unknown rating for a given item, such as Bayesian networks [18], clustering methods [19], and matrix 

factorization methods [20], [21]. In this paper, the model-based method is examined in-depth, as it handles the 

sparsity problem, which will be discussed later as this approach is better than memory-based approaches [22]. 

Recommendation systems suffer from many challenges such as the size of the database being 

processed, the cold start problem, the sparsity problem, and many others. The first challenge is these systems 

need powerful devices with high efficiency and strong algorithms to deal with big data. Another problem is 

cold start problem, which happens when a new item or a new user enters the system for the first time. Therefore, 

the recommendation system does not contain enough information about users or items for using in providing 

them with recommendations that the user prefers [23]. Finally, the last problem is sparsity occurs when the 

number of ratings already obtained by the user is too small in relation to the total of ratings that need to be 

predicted [24]. However, matrix factorization (MF) has effectively addressed the problems. MF model is the 

most widely used of the several collaborative filtering techniques, which reduce the sparsity issue found in the 

recommendation system database [25]. The purpose of MF is to reconstruct the user-item rating matrix as a set 

of two low dimensional matrices: one for the latent space matrix of the users and the other for the items, and 

then use the decomposition matrices to make additional predictions [26]. 

Deep learning is a subfield of machine learning that is based on methods that are inspired by how the 

human brain works and how it is constructed [27]. In recent years, deep learning has become popular in general, 

due to the development in increasing computing power and processing big data used in model training, and it 

has also been used and increasingly in recommendation systems. The reason is the deep learning models offer 

its superior performance in reducing data dimensions, extracting better features, and renewing data. 

Furthermore, It has also been used successfully in natural language processing and computer vision [28]. Many 

deep learning models have proven successful in areas of recommendation systems such as hybrid collaborative 

recommendation via semi-autoencoder (HRSA) [29], stacked denoising auto-encoders neural networks 

(SDAE) [30], restricted boltzmann machine (RBM) based CF [31], information retrieval generative adversarial 

network (IRGAN) [32], recurrent neural network (RNN) based CF [33], and others. 

A feed-forward neural network called an autoencoder has three layers: input, hidden, and output. It is 

one of the deep learning techniques. It is widely used with recommendation systems because of its excellent 

efficiency in dimensionality reduction, latent feature extraction, and data reconstruction. As a result, it has 

effectively alleviated the issues of cold start and data sparsity in recommendation systems [12]. Ouyang et al. [34] 

a model called autoencoder-based CF (ACF) is proposed, in which autoencoder is used with CF to learn a 

complex nonlinear representation of users' explicit ratings on an item. Also, in [35] a model called AutoRec is 

proposed, which is a rating prediction model based on the autoencoder network structure. AutoRec has been 

very successful in rating user-item matrix prediction. However, there are still major gaps in the most recent 

autoencoder-based techniques used in recommendation systems. In most autoencoder-based techniques, the 

input layer and output layer dimensions must be the same, but some other techniques need to combine side 

information with the input layer to better understand the characteristics of users and items. Therefore, it leads 

to better accuracy of recommendations. As a result, the input layer's dimensions are larger than those of the 

output layer, resulting in a technique called semi-autoencoder. For example, [29] developed the semi-

autoencoder and integrated it with a hybrid CF technique with the goal of rating and ranking prediction. To 

make personalized recommendations, it uses both content data and learning non-linear features.  

In recent research, the effectiveness of semi-autoencoder in recommendation systems has been 

demonstrated. It alleviates the cold start and sparsity problems by integrating additional information for items and 

users, as well as their ratings. To alleviate the above problems and increase the accuracy of the recommendation 

system, we propose an improved hybrid semi-stacked autoencoder for item-features of recommendation system 

(iHSARS) framework. This proposed method is aimed to improve the performance of the HRSA technique used 

in rating prediction through several improvements to it. First, to increase the side information sources to the input 

layer, based on the information extracted from the relationship between the user-item matrix and user profiles, 

which will be explained later. This method is taken from the user-item matrix in order to capture the hidden 
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relationship between them efficiently. Second, the framework's hidden layer number can be increased to improve 

latent factor learning. Finally, to update the reconstruction loss function equation by adjusting the regularization 

term by adding 𝑙2 norm for all weights and biases, in order to avoid the problem of overfitting.  

We investigate the efficacy of our proposed framework using two global datasets, Movielens-1M and 

Movielens-100K, that differ in size and density. The performance of this proposal has been compared with 

other well-known techniques with two evaluation metrics, mean absolute error (MAE) and root mean square 

error (RMSE), They are most commonly used metrics for evaluating the performance of models in the 

recommendation systems. The following are some of the contributions made by this paper: 

− We propose the iHSARS Framework as a method of recommendation. This proposed method has some 

improvement features in a way to the performance of the HRSA rating prediction technique. One of the 

ways is increasing the side information sources of the input layer based on the information extracted from 

the relationship between the user-item matrix and user profiles. Moreover, the number of hidden layers 

in the framework is increased, and the latent factors are better learned. Finally, update the reconstruction 

loss function equation by adjusting the regularization term to avoid the problem of overfitting. 

− Our proposed framework is also contributing the performance of the recommendation system and 

alleviating the problems of sparsity and cold start by increasing the sources of side information. 

− The efficiency of the proposed iHSARS is demonstrated by comprehensive experiments on two global 

data sets, which differ in size and density. 

The rest of this paper is structured as follows: In section 2, it highlights the overview of other studies 

that related our work. In section 3, it presents and explains the research frameworks in detail. Section 4 shows 

the results of experiments conducted on two data sets and the following section discusses and analyses the 

experimental results obtained in section 5. Finally, section 6 presents the paper's conclusion. 

 

 

2. RELATED WORKS 

Early CF approaches assume that a group of users with identical interests have similar interests.  

Memory-based approaches and model-based approaches are the two groups into which they are divided.  

Memory-based methods are not very effective since they require access to all the set's ratings. Moreover, their 

performance is unsatisfactory if the ratings are very sparse. Therefore, model-based methods have been 

suggested to solve these challenges. The basic principle behind model-based methods is to build a model that 

represents (user-item) interactions through factors that represent users' and items' latent features. There are 

many traditional model-based collaborative filtering methods. Matrix factorization approaches such as 

probabilistic matrix factorization [36] and alternating least squares (ALS) [26]. 

However, the vast amount of content, its complexity, and dynamics seem to present a challenge for most 

recommendation systems. To overcome these challenges, a numerous researchers have focused on incorporating 

deep learning methods into recommendation systems to improve them. In the field of CF, deep learning gained 

relatively little attention initially. Among the presented works,  RBMs (restricted Boltzmann machines) were 

proposed by [31] to model (user-item) rating matrix. However, there was very little published work after that. 

Nevertheless, deep learning method has achieved great success in image and voice recognition [37]  and it still has 

a long way to go in many areas. Deep learning can discover complex non-linear hidden features in heterogeneous 

data, as well as greatly alleviate the problem of sparse data. As a result, it is a promising technique used for 

recommendation systems. In addition, deep learning of recommendation systems is currently a hot topic of research. 

Autoencoders have gained popularity in recent years as a popular architecture for recommendation 

systems. Tahmasebi et al. [38] presented a case for a social movie recommendation system called social 

recommender deep autoencoder network (SRDNet) that integrates the advantages of collaborative filtering 

with content-based methods to generate more accurate recommendations. Additionally, a deep autoencoder is 

employed to discover users' latent characteristics focused on social relationships gathered from the Open Movie 

and MovieTweetings datasets. Yu et al. [14] the Model-based collaborate filtering algorithm based on stacked 

autoencoder (MCFSAE) algorithm is introduced in order to deal with the sparsity issue in CF recommendation 

systems, where high-level features are extracted by stacked autoencoders (SAE), which are then used by the 

softmax layer to perform classification and estimate the missing ratings. There are many studies related to 

recommendation systems that have been carried out which take advantage of the autoencoder’s capacity to 

learn the representations in low-dimensional spaces and thus become more compressed and efficient 

representations such as  AutoRec [35], AutoSVD++ [39], and collaborative filtering neural network (CFN) [37]. 

Autoencoder (AE) is an unsupervised learning model that receives a rating data vector as input and 

tries to match the output vector to the input vector, which in the output layer is not labeled. AE is split into two 

sections.  The first is an encoder that reduces the high-dimensions of the input layer into a lower-dimensions in 

the bottleneck layer. Another section is the decoder layer that reconstructs the input layer from the bottleneck 

layer. The input layer and output layer dimensions should be the same in most methods for autoencoder-based 
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recommendation systems. However, in order to better understand the features of items and users, there are many 

other methods that integrate side information with the input layer  simultaneously, which leads to an improvement 

in the accuracy of recommendations. One of these methods is called semi-autoencoder, in which the input layer's 

dimensions are larger than those of the output layer. HSAR model is an example of this type of model [29]. To 

address the sparsity problem, this model integrates additional features of items and users, as well as their ratings. 

When compared with autoencoders, semi-autoencoders have two main advantages: First, by sampling multiple 

subsets of the inputs, representations of diverse features can be captured and reconstructed effectively, and 

secondly, semi-autoencoders have the function of integrating additional information into the input layer easily. 

Several techniques to achieving goals similar to those discussed in this section can be found in the 

literature. As an example, [40] proposed a recommendation via dual-autoencoder (ReDa) model for learning 

representation and recommendation, Which uses the dual architecture of a traditional autoencoder called 

“Dual-Autoencoder”. One is used to find out representations of hidden features for users, and the other is used 

to find out hidden feature representations of items simultaneously. The ReDa has some drawbacks, such as the 

input layer's dimensions being the same as the output layer's  dimensions. Thus, if some additional information 

from different sources is used in this model, it is added to the input layer, which increases the input layer's 

dimensions and, in consequence, increases the output layer's dimensions.  This will lead to important problems 

[41]. Initially, when additional information from different sources is combined into the input layer, 

reconstruction this information in the output layer results in information loss. Second, as additional information 

is provided from other sources, the model is difficult to expand. As in semi-autoencoder model. 

To overcome the disadvantages of autoencoder integrating the input layer's side information without 

affecting the output layer's dimensions, [29] developed a hybrid CF approach for rating prediction based on 

the semi-autoencoder structure. In this model, it overcomes the sparsity problem by integrating additional 

information for items and users with their user-item rating matrix.  Additionally, it helps in learning the 

improved hidden representation of the recommendation. There are some shortcomings in some aspects of this 

model, which will be addressed in the proposed framework of this article and that lead to an increase in its 

performance and an improvement in scalability.  First, there is little additional information used in this model 

which leads to poor capturing of feature representations of the items efficiently. Thus, in the proposed 

framework, new side information is added to the previous side information in the modified model, which is 

extracted from the relationship between the user-item matrix and user profiles which will be detailed later. 

Second, this model has only three layers, namely, the input layer, the hidden layer, and the output layer, which 

compresses the high dimensions of the input data in the input layer to the low dimensions of the hidden layer.  

Thus, having a single hidden layer does not reduce dimensions sufficiently and effectively [42]. Therefore, in 

our proposed framework, additional hidden layers have been added to further reduce the dimensions and better 

optimize the weights of the neural network [34], [43]. 

Finally, the proposed iHSARS model can increase side information sources that increase the accuracy 

of the HRSA model's performance. In conjunction with the addition of many hidden layers that adjust the 

weights in the network while training the model with better accuracy. It is conceivable to use this technique in 

the future to improve the efficiency of other successful models. 

 

 

3. RESEARCH FRAMEWORKS 

3.1.  Preliminaries and notations 

In this subsection, we first introduce some often-used notations, as shown in Table 1. The notations 

consist of some preliminary knowledge that will be applied to our suggested framework. These notations are 

helpful for understanding the formulas that are be used in this paper.  

 

3.2.  Problem definition 

The rating prediction issue in a recommendation system is defined as follows.  Given the user-item 

rating matrix 𝑅 ∈ 𝑅𝑀×𝑁, where 𝑀 and 𝑁 are the numbers of users and items, respectively, and 𝑟𝑢𝑖 ∈ 𝑅 

represents the rating given by user 𝑢 ∈ {1, … , 𝑀} to item 𝑖 ∈ {1, … , 𝑁}. In this framework, 𝑟𝑖 = {𝑟1𝑖 , … , 𝑟𝑀𝑖} 

represents the rating vector of the observed partial item 𝑖, which corresponds to the rating-matrix columns, to 

represent each item 𝑖. For ease of use, we denote to the partial observed vectors for all items as 𝑟𝐼 ∈ 𝑅𝑁×𝑀. 

The attributes information vector of item 𝑖 are represented by the formula 𝑎𝑖 ∈ 𝑅𝑃𝑖, whereas the attributes 

information vector for all items is referred to as 𝐴𝐼 ∈ 𝑅𝑁×𝑃𝑖. The (item-user) characteristics information vector 

of item 𝑖 are represented by the formula 𝑐𝑖 ∈ 𝑅𝑄𝑖, whereas the characteristics information vector for all items 

is referred to as 𝐶𝐼 ∈ 𝑅𝑁×𝑄𝑖. The ratings are typically expressed in either explicit integers with a range of (1 to 

5) stars or implicit binary numbers (0, 1), where 0 indicates dislike and 1 indicates like.  Finally,  the set of 

observed ratings is denoted by Ω. 
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Table 1.  Notations and their descriptions used in this article 
Notations Definitions Notations Definitions 

𝑹 The rating matrix 𝑅 ∈ 𝑅𝑚×𝑛 𝑄𝑖 The number of item characteristics information 

�́� The prediction matrix �́� ∈ 𝑅𝑚×𝑛 𝑎𝑖 The additional attributes of item 𝑖 
𝑴 Number of users 𝐴𝐼 All items' additional attributes 

𝑵 Number of items 𝑐𝑖 The additional characteristics of item 𝑖 
𝒓𝒖𝒊 The rating given by user 𝑢 to item 𝑖 𝐶𝐼 All items' additional characteristics 

�́�𝒖𝒊 The predicted value of 𝑟𝑢𝑖 𝑘 Number of hidden layers 

𝒓𝒊 The rating matrix's column 𝑊, �́�, 𝑊1 𝑡𝑜 𝑊𝑘+1 Matrices for weights in neural networks 

𝒓𝑰 All items' partial observed vectors 𝑏, �́�, 𝑏1 𝑡𝑜 𝑏𝑘+1 Neural network bias terms 

�́�𝒊 The prediction rating matrix's column 𝑥 Raw data set for input 

�́�𝑰 The prediction rating vectors for all items �́� Output dataset restructuring 

𝛀 Observed set of ratings ℎ The item's latent representation 

𝑷𝒊 The number of item attributes information 𝑠𝑢𝑏(𝑥) Raw data set for input without additional side 

information 

 

 

3.3.  Method 

In this subsection, it provides structure and details about our proposed iHSARS framework, which 

enhances the performance of the recommendation system in terms of rating prediction  and alleviating the problem 

of sparsity. Figure 1 provides an illustration of the entire framework. The proposed iHSARS framework, as shown 

in Figure 1, uses two types of side information at the input layer: item attributes and (item-user) characteristics, 

which will be introduced in detail in this subsection. In addition, the network is trained using k hidden layers, and 

k must be an odd number so that the number of hidden layers from the right and left of the middle layer is equal. 

Our framework is provided with side information by two parts, one item attributes and the other are 

(item-user) characteristics. First, the item attributes vector 𝑖 is denoted by the notation 𝑎𝑖 ∈ 𝑅𝑃𝑖 (𝑖 = 1, … , 𝑁),  
whereas 𝐴𝐼 ∈ 𝑅𝑁×𝑃𝑖 refers to the vector of attribute information for all items. For instance, if the dataset being 

used is a movie, the item attributes can be movie genre and year. Second, the (item-user) characteristics vector 

𝑖 is denoted by the notation 𝑐𝑖 ∈ 𝑅𝑄𝑖 (𝑖 = 1, … , 𝑁), whereas 𝐶𝐼 ∈ 𝑅𝑁×𝑄𝑖 refers to (item-user) characteristics 

information vector for all items. The  (item-user) characteristics of a side information vector it has three vectors. 

The first vector consists of the ratio of the number of users with the same attribute features in a user profile 

who rated the same item to the number of all users who rated the same item. For example, such as the age 

attribute vector and the occupation attribute vector for users in the movie dataset. The equation for calculating 

one of them, the occupation attribute vector, will be illustrated. The occupation attribute vector of all users is 

computed by the ratio of all users who rated the same movie and who have the same occupation to all users 

who rated the same movie, regardless of their occupations. The second vector contains one value, which is the 

ratio of the total number of users who rated the item to the total number of all users in the data set.  Finally,  the 

final vector also has one value, which is the average of all users' ratings for the same item. The item's partial 

rating vector for all 𝑁 items 𝑟𝐼, the item attribute vector 𝐴𝐼 for all 𝑁 items, and the (item-user) characteristics 

vector for all 𝑁 items 𝐶𝐼 are combined to represent concatenated vectors 𝑐𝑎𝑡(𝑟𝐼; 𝐴𝐼; 𝐶𝐼) ∈ 𝑅𝑁×(𝑀+𝑃𝑖+𝑄𝑖)  as an 

input to the input layer of the network. In (1)-(3) represent the encoding procedure for a network. 
 

 

 
 

Figure 1. The proposed iHSARS framework structure 
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ℎ1 = 𝑔(𝑐𝑎𝑡(𝑟𝐼; 𝐴𝐼; 𝐶𝐼). 𝑊1 + 𝑏1) (1) 
 

ℎ𝑗 = 𝑔(ℎ𝑗−1. 𝑊𝑗 + 𝑏𝑗) (2) 
 

ℎ𝑘/2 = 𝑔(ℎ(𝑘/2)−1. 𝑊𝑘/2 + 𝑏𝑘/2) (3) 

 

Where 𝑊1 𝑡𝑜 𝑊𝑘/2 are weight matrices and 𝑘/2 is rounded to the nearest higher integer value, 𝑏𝑗 is a 

representation of the 𝑗-th hidden layer's bias vector, ℎ𝑗 denotes the input's hidden latent representation at the 𝑗-

th hidden layer, ℎ𝑘/2 is an item's latent representation, and where 𝑔 is an active function such as Identity. Using 

(4)-(6). The latent representation ℎ𝑘/2 is then mapped using the decoding mapping to a reconstruction �́�𝐼: 
 

ℎ(𝑘/2)+1 = 𝑓(ℎ𝑘/2. 𝑊(𝑘/2)+1 + 𝑏(𝑘/2)+1) (4) 
 

ℎ𝑗 = 𝑓(ℎ𝑗−1. 𝑊𝑖 + 𝑏𝑗) (5) 
 

�́�𝐼 = 𝑓(ℎ𝑘. 𝑊𝑘+1 + 𝑏𝑘+1) (6) 
 

where 𝑊(𝑘/2)+1 𝑡𝑜 𝑊𝑘 are weight matrices 𝑘/2 is rounded to the nearest higher integer value, 𝑏𝑗 is a 

representation of the 𝑗-th hidden layer's bias vector, ℎ𝑗 denotes the input's hidden latent representation at the 𝑗-

th hidden layer, �́�𝐼 is the reconstruction of the input from the latent hidden representation ℎ𝑘/2, and where 𝑓 is 

an active function such as sigmoid. The objective function of the network is to reconstruct the input data 

𝑐𝑎𝑡(𝑟𝑖; 𝑎𝑖; 𝑐𝑖) in order to minimize the difference between the output and the subset of the input, where 

𝑠𝑢𝑏(𝑥) = 𝑟𝑖, and minimizing the gaps between reconstruction �́�𝑖 and 𝑟𝑖, as given in (7). 
 

ℒ(𝑟𝑖 , �́�𝑖) = min
𝑊1,… ,𝑊𝑘+1,𝑏1,…,𝑏𝑘+1,𝑟𝑢𝑖∈Ω

1

𝑁
∑ ‖�́�𝑖 − 𝑟𝑖‖

2

2𝑁
𝑖=1 +

𝜆

2
(‖𝑊1‖2

2 + ⋯ + ‖𝑊𝑘+1‖2
2) (7) 

 

The proposed framework for optimizing the parameters of (7) uses stochastic gradient descent (SGD). 

Our experiments have shown that Adam's method is better than others because of its rapid convergence. The 

proposed iHSARS algorithm's pseudo-codes are summarized in Algorithm 1. 
 
Algorithm 1. The iHSARS Algorithm 

 Input: The rating matrix 𝑅, total number of hidden layers k, dimensions of the item's vector 
attribute 𝑃𝑖, dimensions of the (item-user) characteristics vector 𝑄𝑖, parameter 𝜆. 

 Output: The prediction matrix �́�. 
1. Get the item's attribute information vector (𝑎𝑖 ∈ 𝑅𝑃𝑖). 
2. Get the 𝑐𝑖 ∈ 𝑅𝑄𝑖  characteristic of the information vector (item-user) for each item. 
3. Get the concatenation vectors 𝑐𝑎𝑡(𝑟𝐼; 𝐴𝐼; 𝐶𝐼) for the item's rating vector 𝑟𝐼, the item 

attribute vector 𝐴𝐼, and the (item-user) characteristic vector 𝐶𝐼; 

4. Set 𝑏1 𝑡𝑜  𝑏𝑘+1 vectors to 0 and initialize 𝑊1 𝑡𝑜 𝑊𝑘+1 vectors by truncating a normal-

distributed random number. 

5. Input 𝑐𝑎𝑡(𝑟𝐼; 𝐴𝐼; 𝐶𝐼) to iHSARS network  and then train the network by calculating the 
values using Eq.(1) to Eq.(6); 

6. Using an Adam stochastic gradient descent optimization, minimize Eq. (7) until 

convergence; 

7. Return: The predicated rating matrix �́� 

 
 

4. EXPERIMENTS 

In our experiments, we used two open real-world datasets of various sizes and densities to 

systematically evaluate the performance of the iHSARS framework for recommendations. We use MovieLens 

as dataset with two different sizes. The first dataset consists of 100K data, which is called as Movielens-100K, 

while the second dataset consists of 1M data, which is called as Movielens-1M.  
 

4.1.  Datasets 

Both datasets are used to compare the proposed framework with the others. In the first dataset, it has 1,682 

movies and 943 users with a 100,000 rating and a 6.3% rating density, while in the second dataset, there are 6,040 

users and 3,706 movies with a rating of more than one million and a rating density of 4.468%.  In both, the minimum 

number of movies each user must rate from (1 to 5) in the data set is 20, which indicates that the higher the value of 

the score, the more the user wants to enjoy watching the movie; 1 indicates dislike, and 5 indicates really like it.  

Additionally, they contain side information about items and users that will be included in our experiment. It includes 

user attributes such as occupation and age while also including item information such as year of release and genre. 
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4.2.  Metrics for evaluation 

In our experiment, we evaluate the efficiency of our suggested framework using two commonly used 

metrics: MAE [34] and RMSE [37]. The accuracy of predicted ratings is evaluated using these metrics. MAE 

calculates the absolute error across all N pairs by determining the gap between the predicted values of �́�𝑖 and 

their actual ratings of 𝑟𝑖. When compared to MAE, RMSE gives predictions with larger errors more weight.  

Thus, as the MAE and RMSE values decrease, the performance of the method also improves. The MAE and 

RMSE of the framework are calculated as given in )8) and (9) respectively. 

 

𝑀𝐴𝐸 =
1

𝑁
 ∑ |𝑟𝑖 − �́�𝑖|𝑁

1  (8) 

 

𝑅𝑀𝑆𝐸 =  √
1

𝑁
 ∑ (𝑟𝑖 − �́�𝑖)2𝑁

1  (9) 

 

4.3.  Evaluation results 

We evaluate our framework using different training ratios, randomly selecting 50%, 60%, 70%, 80%,  

and 90% of the data used as training datasets, respectively, leaving the rest as test dataset. With 𝑘 = 3, the 

number of hidden layers is determined, 𝑘1,  𝑘2,  𝑘3 contain (700, 400, 700) hidden neurons respectively. To 

achieve the desired result, the performance is compared using a variety of parameters, including the specific 

learning rate 𝜂 to 10−4, optimization algorithm as Adam, the batch size to 2,000, the epochs to 400, the 

activation function identity and sigmoid, which map encoding and decoding, respectively. The proposed 

network weight matrix is randomly generated from the mean and standard deviation's normal distribution, and 

the bias vector's initial value is set to 0. To extract the results, we implemented our framework's Python code 

on Google Colab.  The effectiveness of the proposed framework is evaluated using RMSE and MAE average 

results. Tables 2 and 3 list all the results from the two datasets on RMSE and MAE. The method performs 

better the smaller the MAE and RMSE values are. 

 

 
Table 2. Average (MAE and RMSE) for Movielens-100k with 50%, 60, 70%, 80%, and 90% of the training data 

 

 

Table 3. Average (MAE and RMSE) for Movielens-1M with 50%, 60, 70%, 80%, and 90% of the training data 

Methods 
MAE RMSE 

50% 60% 70% 80% 90% 50% 60% 70% 80% 90% 

BPMF [44] N/A 
0.9650 

±0.0157 

0.9040 

±0.0048 

0.8810 

±0.0094 

0.8626 

±0.0129 
N/A 

1.2319 

±0.0220 

1.1532 

±0.0068 

1.1274 

±0.0118 

1.1032 

±0.0162 

PMF [36] N/A 
0.8395 

±0.0822 

0.7919 

±0.0407 

0.7823 

±0.0228 

0.7882 

±0.0280 
N/A 

1.0253 

±0.0780 

0.9787 

±0.0403 

0.9701 

±0.0266 

0.9750 

±0.0304 

PRA [45] N/A 
0.7656 

±0.0031 

0.7632 

±0.0027 

0.7594 

±0.0041 

0.7595 

±0.0040 
N/A 

0.9753 

±0.0039 

0.9710 

±0.0058 

0.9657 

±0.0042 

0.9649 

±0.0052 

SVD++ 

[46] 
N/A 

0.75220 

±0.0006 

0.7400 

±0.0005 

0.7260 

±0.0005 

0.7222 

±0.0021 
N/A 

0.9652 

±0.0001 

0.9502 

±0.0006 

0.9318 

±0.0009 

0.9240 

±0.0005 

HRSA [29] 
0.73289 

±0.002 

0.72219 

±0.002 

0.71457 

±0.003 

0.70409 

±0.004 

0.69976 

±0.006 

0.92659 

± 0.002 

0.91709 

± 0.002 

0.90690 

± 0.004 

0.896 

± 0.003 

0.890 

± 0.007 

ReDa [40] N/A 
0.7332 

±0.0047 

0.7248 

±0.0067 

0.7203 

±0.0043 

0.7153 

±0.0094 
N/A 

0.9329 

±0.0053 

0.9231 

±0.0081 

0.9190 

±0.0056 

0.9114 

±0.0093 

iHSARS 
0.71708 

± 0.001 

0.71272 

± 0.001 

0.70173 

± 0.001 

0.69405 

± 0.001 

0.68320 

± 0.001 

0.91679 

±0.001 

0.90940 

±0.001 

0.89559 

± 0.001 

0.88714 

± 0.001 

0.87249 

± 0.001 

Methods 
MAE RMSE 

50% 60% 70% 80% 90% 50% 60% 70% 80% 90% 

MCFSAE 

[14] 
N/A 0.7820 0.7700 0.7730 0.7600 N/A 1.1230 1.1000 1.0770 1.0490 

BPMF [44] N/A 
0.6962 

±0.0001 

0.6882 

±0.0001 

0.6802 

±0.0001 

0.6758 

±0.0009 
N/A 

0.8946 

±0.0003 

0.8832 

±0.0001 

0.8738 

±0.0001 

0.8688  

±0.0003 

PMF [36] N/A 
0.7055 

±0.0035 

0.6971 

±0.0020 

0.6900 

±0.0019 

0.6849 

±0.0031 
N/A 

0.8998 

±0.0038 

0.8891 

±0.0028 

0.8805 

±0.0027 

0.8748  

±0.0061 

PRA [45] N/A 
0.7108 

±0.0010 

0.7122 

±0.0005 

0.7142 

±0.0001 

0.7155 

±0.0001 
N/A 

0.9002 

±0.0010 

0.9026 

±0.0005 

0.9053 

±0.0002 

0.9071 

±0.0001 

SVD++ [46] N/A 
0.6782 

±0.0001 

0.6736 

±0.0003 

0.6680 

±0.0005 

0.6656 

±0.0008 
N/A 

0.8656 

±0.0003 

0.8586 

±0.0003 

0.8508 

±0.0004 

0.8478 

±0.0019 

HRSA [29] 
0.69400 

±0.001 

0.68687 

±0.001 

0.67935 

±0.001 

0.67285 

± 0.001 

0.67180 

±0.001 

0.88200 

±0.002 

0.87413 

±0.001 

0.86643 

±0.001 

0.85855 

±0.001 

0.85643  

± 0.001 

ReDa [40] N/A 
0.6789 

±0.0040 

0.6731 

±0.0029 

0.6646 

±0.0029 

0.6647 

±0.0051 
N/A 

0.8659 

±0.0042 

0.8573 

±0.0033 

0.8485 

±0.0024 

0.8474 

±0.0046 

iHSARS 
0.67971 

±0.001 

0.67135 

±0.001 

0.66600 

±0.001 

0.66154 

±0.001 

0.65735 

±0.001 

0.86983 

±0.001 

0.85831 

±0.001 

0.85306 

±0.001 

0.84700 

±0.001 

0.84115 

±0.001   



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 30, No. 1, April 2023: 481-490 

488 

5. DISCUSSION OF FINDINGS 

To highlight the efficiency of our proposed framework, we compared it to the traditional matrix 

factorization techniques and autoencoder-based techniques mentioned below: 

− BPMF: Bayesian probabilistic matrix factorization [44],  which combines the Bayesian method and 

probabilistic matrix factorization method to provide the best recommendation. 

− PMF: Probabilistic matrix factorization [36], which factors the user-item matrix using matrix factorization 

in order to discover the hidden features of users and items. 

− PRA: Probabilistic rating autoencoder [45], which creates latent user feature profiles using autoencoder. 

− SVD++: Singular value decomposition++ [46] is a composite method that integrates the neighborhood 

model and the latent factor model into a single model, making use of explicit and implicit user feedback. 

− MCFSAE: A model-based collaborate filtering algorithm based on stacked autoencoder [14] is introduced 

in order to deal with the sparsity issue in CF recommendation systems, where high-level features are 

extracted by stacked autoencoders (SAE), which are then used by the softmax layer to perform 

classification and estimate the missing ratings. 

− HRSA [29] has developed a hybrid CF technique for recommendations based on a semi-autoencoder. 

This technique obtains the prediction matrix directly from the semi-autoencoder model's output layer. 

ReDa [40], which uses a dual-autoencoder, to learn hidden representations of both users and items at the 

same time. 

The averages (RMSE and MAE) of iHSARS are shown in Tables 2 and 3 along with comparisons 

between models trained on the Movielens-100k and Movielens-1M data sets using different ratios of the 

training data.  Their experimental results for BPMF, PMF, PRA, SVD++, MCFSAE, and ReDa were gathered 

from published paper [40], whereas the experimental results for HRSA obtained from our implementation of 

the source code. Typically, all techniques work better as the percentage of training data samples increases. We 

can clearly see from the experimental results that our framework outperforms all other comparison techniques 

in respect of rating prediction, especially when the data set is sparse. This demonstrates the ability of our 

framework to learn the robust features of the items. However, on 70%, 80%, and 90% of the 1M dataset, our 

framework slightly outperformed the ReDa technique regarding the RMSE and MAE evaluation criteria, as 

well as with SVD++ at 90%.  Comparing our framework with HRSA for rating prediction, the proposed 

framework is much better than HRSA. This is because it has limited additional information is used in HRSA 

while more additional information in the proposed framework is extracted from item attributes and user 

characteristics and added to previous information in HRSA. In addition, the HRSA network has been developed 

by adding many hidden layers to be better trained. The graph in Figures 2-5 intuitively shows that our iHSARS 

framework significantly outperforms other comparison techniques in the two data sets. 
 

 

 
 

Figure 2. MAE graph of Movielens-100K  

training data 

 
 

Figure 3. RMSE graph of Movielens-100K  

training data 
 

 

 
 

Figure 4. MAE graph of Movielens-1M  

training data 

 
 

Figure 5. RMSE graph of Movielens-1M  

training data 
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6. CONCLUSION  

As a conclusion, in this work, the iHSARS framework is proposed which is based on the development 

and improvement of the performance of HRSA technique. The framework can improve the prediction results 

for recommendation for the issue of data sparsity. The improvements that have been made come in two ways. 

First, we have increased the additional information sources for the items, while the second improvement is the 

increased number of hidden layers of the network for better training. In this study too, an experimental 

investigation has been conducted utilizing two real-world datasets with various percentages of the training data 

to demonstrate the effectiveness of our framework. Evaluations and comparisons of iHSARS with the most 

popular techniques indicate that the proposed framework reduces both RMSE and MAE. For future works, 

more experiments will be conducted to increase the performance in terms of accuracy, such as incorporating 

more explicit or implicit auxiliary information for items and users into the framework. In addition, the 

experiments will be run to solve complexity problems. Besides that, the experiments will be conducted on huge 

datasets such as Movielens-10M, Movielens-20M, and Movielens-25M. 
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