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 Student engagement in a learning environment is directly related to students’ 

perception and involvement of the educational activities in the class, along 

with their physical and mental health. This paper presents an extensive survey 

of the various automatic engagement detection approaches and algorithms 

based on computer vision, physiological and neurological signals analysis-

based methods. The computer vision-based techniques depend on the traits 

captured by image sensors such as facial expressions, gesture and posture 

analysis, and gaze direction. The physiological and neurological signal based 

approach depends on the sensor data, like heart rate (HR), 

electroencephalogram (EEG), blood pressure (BP), and galvanic skin 

response (GSR). A brief analysis of the available datasets for Engagement 

Recognition and its features are also summarized. This study highlights a few 

commercially available wearables which provides the physiological signals 

that helps in student’s attentivity recognition. Our study reveal that the 

accuracy of engagement recognition system will increase if we increase the 

number of modalities used. In this survey, we intend to support the upcoming 

researchers as well as tutors of smart education set up by providing an 

overview of existing or proposed approaches of automatic engagement 

detection techniques in different scenarios. 
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1. INTRODUCTION  

Online education has been gaining more attention in last two decades, in the form of distance 

education and massive open online courses (MOOCs). The restrictions imposed by the corona virus outbreak 

in March 2020 placed us, in a situation where physical attendance of lectures and interaction at university 

campuses was impossible. Educational institutions had to carry out their teaching and learning activities under 

the constraints imposed by the pandemic. The mode of teaching and learning activities had to transition rapidly 

from face-to-face (on campus) to fully online to ensure the continuity of the teaching and learning process. 

Although the constraints imposed at that time have been removed, considering the benefits of online learning, 

several universities have decided to continue a few of their courses online. Meanwhile, online learning 

approaches and methods have multiplied, including full-online, hybrid, blended, hyflex, asynchronous, and 

synchronous. 

https://creativecommons.org/licenses/by-sa/4.0/
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Student engagement level is directly related to their academic performance [1]. The biggest challenge 

encountered in online schooling is tracking the engagement of learners. This is a critical aspect of the 

educational process as it allows the instructors to understand or take decisions on alternative approaches which 

can promote engagement. Hence the central issue we are facing in an online class or even in a normal on-

campus classroom with large cohorts is how to monitor the engagement of students during instruction. The 

term ‘engagement’ involves emotional and attentional immersion in a task. Engagement fluctuates throughout 

an interaction experience, as it cannot remain stable [2]. Thus, fostering learner engagement is essential, both 

in an online learning environment and in a traditional classroom or even in an intelligent teaching system [3]. 

Fredricks et al. [4], categorized engagement into three classes: emotional, behavioral and cognitive. 

Another study from Anderson et al. [5] categorized engagement in terms of behavioral, cognitive, academic 

and psychological dimensions. The behavioral type of engagement is the observable act of students being 

involved in the learning process by attending classes, involving in classroom activities, submitting tasks on 

time and following the teachers instructions. Emotional engagement covers the affective factors or students’ 

emotional attitude towards learning. This can be assessed by analyzing the facial emotions. Cognitive 

engagement is abstracted in the literature as the effort that students make towards deep understanding and 

learning using their cognitive abilities. Another type of engagement is agentic engagement which occurs when 

the student takes the initiative to dynamically enhance the knowledge and experience that contribute to learning 

and teaching. Hence in this type of engagement students are active participants rather than passive recipients [6]. 

In a traditional classroom with moderate student strength, the instructor can directly observe the 

attention level of each student and can take action if necessary. But in online learning platforms or tradition 

classrooms with large cohorts, the instructor normally does not have an idea about the emotional states of their 

students and or their engagement level in the class. If adequate information about the affective states of students 

is captured, then the tutor can provide the appropriate learning materials and required support to the students. 

This will have a considerably beneficial effect on student engagement and learning. Several works on 

engagement detection were performed by considering the image trait capured by camera [7]-[9]. Recent 

advances in technology brings to the market, different data capturing gadgets or wearables, which enhanced 

the possibility of research in engagement tracking by using human physiological signals [10], [11]. A few 

recent research articles [12]-[14] are based on the analysis of multimodal data for engagement detection and 

obtained a positive impact performance evalution.  

In this survey, we intend to support the upcoming researchers as well as tutors of smart education set 

up by providing an overview of existing or proposed approaches of automatic engagement detection techniques 

in different scenarios. This paper presents a review analysis of various automatic engagement detection 

methods and their algorithms in the context of online learning and traditional classrooms. Here we have 

considered the related works of engagement recognition by using facial expression, gestures and postures, eye 

tracking and by the analysis physiological and neurological signals during learning process in various 

scenarios. A brief discussion of the various available databases for the engagement recognition and 

commercially available wearables for monitoring the physiological data is also provided. The key finding are 

discussed in the result and discussion session.  

 

 

2. METHOD  

A systematic literature review on automatic engagement detection techniques in both online and 

tradition classroom is conducted from recent articles. The study includes most of the articles published between 

2015 and 2022, along with the classical approach and concepts derived formerly. This survey is extended to 

the insight of real time automatic multimodal engagement detection methods because of the huge popularity 

and usage of video conferencing technologies in schools and universities. To support the researchers in this 

area, a brief analysis of freely available dataset information is also included.  

 

2.1.  Categorization of automatic engagement detection methods 

The automatic approach of engagement recognition is divided into computer vision-based approaches 

and physiological and neurological signal-based methods. The computer vision based techniques depend on 

the traits captured by image sensors such as facial expressions, gesture and posture analysis, and gaze direction. 

The physiological and neurological signal-based approach depends on the sensor data, such as heart rate (HR), 

electroencephalogram (EEG), blood pressure (BP), and galvanic skin response (GSR). 

 

2.1.1. The computer vision-based engagement detection techniques 

Most of the literatures on engagement detection was based on computer vision based methods, as it is 

easy and low cost to capture a person’s facial expression, posture, gesture or even eye gaze with a web camera 

or the camera available with laptop, cell phone or even tablets. Hence computer vision-based techniques are 

easy to use in a classroom environment without affecting learning activities of students. Eventhough there are 
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quite great number of literatures, but considerable less research work towards the real time implementation of 

automatic engagement recognition in an educational set up. 

The Figure 1 shows a generic flow of computer vision based detection techniques. The video frames 

of students, who participate in the learning activity are captured by a web camera or surveillance camera. The 

next step is to separate the region of interest from the input video frame. The frequently used modalities in 

computer vision based approaches are facial expressions, eye gaze direction and gestures and postures. In 

segmentation process the image of the frames are divided into different regions based on the characteristics of 

pixels or boundaries. Preprocessing is performed for data cleaning, integration, reduction, and transformation. 

In feature extraction, the dimensionality reduction is done in such a way that large number of pixels are 

efficiently represented for the interesting parts of the image which is to be captured. The classification model 

is used to map input image patterns based on the input training data using the classification algorithm. Based 

on the algorithm used, a classification score is generated to evaluate the performance of the model. As the last 

step, a decision unit which combines the classification scores to output, the listed engagement levels of the 

students from the input video stream. 

 

 

 
 

Figure 1. Generic flow of computer vision based detection techniques 

 

 

A. Facial expressions 

Human face reflects majority of the emotions, or the facial expressions convey affects, attitudes and 

intentions [15]. In order to automatically understand and detect the affective states of leaners such as 

engagement, and frustration, it is essential to analyse the facial expressions. Facial expression are occurred due 

to the movements of facial muscles and features [16]. Research on facial expressions was began by Charles 

Darwin [17] more than a century ago, and to this point a large amount of works have done in recognizing basic 

facial expressions [15], [18]-[20]. 

The facial action coding system (FACS) is the set of movements of facial muscles corresponding to 

the displayed emotion or expression, was initially studied and created by Carl-Herman Hjortsjo by using 23 

facial motion units in 1970 and is further enhanced by Ekman and Friesen. FACS describes all the visible facial 

movements as action units (AUs). FACS measures the facial muscle movements for the emotions or mixed 
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emotions associated with learning centered affect to aid in emotion detection task [21]. AUs can occur 

individually or in combinations with varying intensities. In various studies it is observed over 7000 AU 

combinations [22]. These combinations may be additive or nonadditive. In additive cases the appearance of 

constituents will not vary, while the appearance of the constituents will vary for nonadditive cases [23]. Action 

Unit measurements are only descriptive analysis of behaviour, whereas for an observational system like 

engagement is an inferential process about that which is being measured [24]. For many decades, the FACS 

are extensively used to study and analyse the facial movements [25]-[27]. In many literatures the mapping of 

AUs to respective emotions are well defined [28]. But the mapping of AUs to student-centered emotional states 

are still at its beginning phase. 

McDaniel et al. [29] in their study, captured facial videos of students during their interaction with 

auto tutor on a complex topic regarding computer literacy. After completing the interaction, the engagement 

status of students was identified by a peer, learner and two experienced judges. The facial expressions of the 

students were recorded using Ekman’s facial action coding system by two independent judges. The 

correlational analysis of action units and emotions were done and determined the extent to which each of the 

AUs or the group of AUs are mapped to the affective states of confusion, ‘boredom’,‘delight’,‘frustration’ and 

‘neutral’. As per the authors, the vastly animated affective states were ‘delight’ and ‘confusion’ which were 

easily recognizable from facial expressions, however ‘frustration’ and ‘boredom’ were not easily 

distinguishable. Since ‘boredom’ resembled an expressionless face and ‘frustration’ was associated with a 

physiological arousal and the emotion looks close to ‘neutral’. 

The computer expression recognition toolbox (CERT), is a software tool used in many research studies 

for engagement detection. CERT is used for fully automatic real-time facial expression recognition. From FACs, 

the CERT can code the intensity of nineteen distinct facial expressions and six classical expressions. In addition, 

it can evaluate the locations of ten facial features and the three dimensional orientation (pitch, roll, yaw) of the 

head. CERT obtained an average detection accuracy of 90.1% for evaluating the facial actions with extended 

Cohn-Kanade database and 80% for the spontaneous facial expression dataset [30]. 

An automated tracking of student fine grained movements of face such as eyebrow-raising (outer and 

inner), eyelid tightening, mouth dimpling and brow lowering during tutoring was proposed in the paper [24]. 

This analysis was done from FACS using CERT. The predictive models analyzed the correlation between 

frequency and intensity of facial movements with the outcomes of the tutoring session. The models emphasized 

the relations of facial expression with respect to the affective factors such as engagement, frustration, and 

learning. The validation study inveterate that, during the entire session of tutoring, CERT outrivals in the 

tracking of detailed facial movements.  

Bosch et al. [31] in their paper used CERT for the tracking of facial features based on FACS. For 

classification models of affective states, they have used machine learning techniques. The detection accuracies 

of the affective states confusion and frustration were good, which was measured in Cohen’s Kappa=0.22 and 

0.23 (Cohen's kappa is used to assess the performance of a classification model) respectively, however for the 

detection accuracy for Boredom (Kappa=0.04), Flow/Engagement (Kappa=0.11) and Neutral (Kappa=0.07) 

were lower. Another study using CERT [32] for gathering the facial expressions of younger population was 

done by investigating the facial expressions of children. 

In a traditional classroom, with a moderate number of students, an instructor is easy to understand the 

degree of engagement by analysing the student facial expressions directly. Hence in order to identify the students 

affective states in an online class environment, a promising non-verbal channel is needed to explore and research 

shows the most promising one is by using facial expressions [33]. A study conducted by Baker et al. [34] proved 

that boredom is very tenacious expression in the learning environment and is associated with poor 

understanding of learning materials. Confusion and engaged concentration were the most common states 

among learners. 

Another method of recognizing facial expressions and then emotion recognition is by appearance-

based methods. The feature extraction performs an important role in the engagement recognition task. By using 

the extracted features from face regions, we can generate patterns for engagement classification and hence 

extracting a rich number of features will make a successful classification model. Widely used methods for 

feature extraction techniques in engagement recognition are local binary patterns (LBP) and histogram of 

oriented gradients (HOG).  

Monkaresi et al. [2] used computer vision methods for extracting the facial features and heart rate 

from remote videos. The study was conducted for the students who had given a writing task with moderate 

challenges. Microsoft kinect face tracker, a face tracking device was used to separate facial features and the 

classification tool box, WEKA was used to classify the features with updateable Bayes Net, Naïve Bayes, 

clustering logistic regression, rotation forest and dagging classifiers. The classifier accuracy was evaluated by 

the area under the ROC curve (AUC). They attained an AUC of 0.758 and 0.733 for concurrent and 

retrospective annotations respectively. The two levels of engagement detection as “not-engaged” and 

“engaged” was done by using feature level fusion of channels. Whitehill et al. [35] proposed an automated 
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method for tracking the engagement of students in real-time using facial expressions. The machine learning 

techniques such as Gabor features and linear support vector machines (SVMs) were used. They have classified 

the degree of engagement status in 4 levels: “not engaged at all”, “very engaged”, “nominally engaged” and 

“engaged in task”.  

Nezami et al. [36] in their paper proposed an automatic engagement recognition system using deep 

learning approach. They have prepared a new dataset named engagement recognition (ER) dataset for the 

purposeto facilitate research on engagement recognition from images. They have annotated the data in the 

behavioral(“off task”,“on task” and “can’t decide”) and emotional (“Confused, “bored”, “satisfied” and “can’t 

decide”) dimensions. Each student’s facial status was categorized as disengaged or engaged by combining both 

behavioral and emotional dimensions. At first the model was pre-trained using the existing FER 2013 dataset. 

The resultant model was employed to ER dataset by deep learning method. As per the authors, the model 

performance was good compared to the existing baseline methods. 

 

B. Eye movements 

Our eyes are directed towards the objects of interest for capturing the visual information. Attention is 

a cognitive process which includes the concentration or the ability to actively process a specific information. 

Hence the tracking of the eye movement with the gaze direction is very important in cognitive psychology, 

since it records the information related to the attention during different tasks. In the past decade, a few research 

works were conducted in real-time engagement tracking of learners based on the eye gaze movements along 

with other modalities such as head movements and facial emotions [37]-[42]. 

The information enters to the brain through the visual pathway responsible for the conversion of light 

energy to electrical potentials to get interpreted by brain, Fovea is a tiny depression inside the neurosensory retina, 

where visual acuity is the highest and is processed in the cortical and subcortical parts of central nervous system. 

The saccadic movements of eye helped to shift the fovea from one point of visual field to another point of interest. 

Fixation is used to keep the fovea aligned on the target. Alternative the saccade and fixation process is repeated 

several lakhs times in a day and is important while doing concentration related tasks such as attending tutors, 

reading and driving. The saccades’ triggering can be ensued by the presence of visual stimuli which may be 

rousing to the object or instigated voluntarily by one’s attention to an object. During the cycles of visual fixation, 

the saccades can be repressed. An automatic saccade response will be inhibited by brain in these conditions [43]. 

Eye tracking equipment collects the metrics related to saccades, blinks and fixations. These tools are also used in 

the studies of other learning processes which includes marketing, and driving vehicles [44]-[46]. 

The study conducted by Sáiz-Manzanares et al. [47] analysed the data obtained from the eye tracking 

method with statistical test, supervised and unsupervised machine learning techniques for a puzzle solving task. 

For tracking eyes, the tools used were SMI BeGazeTM, SMI Experimenter Center 3.0 and iView XTM. This 

equipment recorded the movements of eye, the pupil diameter of both eyes and the coordinates. The parameters 

included were saccades, fixations, scan path and blinks. In their observation, for answering the crossword 

puzzle, there was no noteworthy differences among participants and but, identified difference in the values of 

minimum saccade velocity and minimum saccade amplitude. The study was conducted using the supervised 

machine learning approaches, offered the viable features for evaluation. A great match was noticed among the 

algorithms DBSCAN, k-means ++ and fuzzy k-means used for the clustering techniques. The learning profile 

of the participants provided by these algorithms in 3 types of learners: over 50 years old, learners and teachers 

less than 50 years. 

In Daniel and Kamioka [48], proposed a method for identifying learners’ attention status during the 

session of distance-learning system. This system used the biological information associated to the movement 

of eye metrics such as fixation rate, duration and counts along with average saccade-length collected from the 

eye tracking equipment. The eye movements of students for the duration of the class session are tracked by the 

eye tribe software installed on the computer. Machine learning techniques are used for the classification of 

student’s attention status. They have used three classifiers, namely sequential-minimum-optimization (SMO), 

multilayer perceptron (MLP) and J48. By using the classifier multilayer perceptron, they obtained an accuracy 

of 90.7% in recognizing the attention level, however, the time of execution was more compared to other 

algorithms. As per the author the most vital eye metric is the fixation duration when compared to the other 4 

metrics.  

Mu et al. [49] in their work used Tobii X120 instrument for capturing eye movement. Based on the 

eye movement index and total fixation duration, they concluded that according to the learning style of students, 

the focal area and online path differs. Shalini et al. [50] proposed a method for real time student attention 

tracking from facial emotion, eye-ball and head movements. For the facial expression recognition, the feature-

extraction was done by principal component analysis (PCA) and the pupil detection was from haar cascade. 

The head movements tracking is done by local binary patterns, the machine learning model is used for 

generation and comparison done by open CV. 
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Sharma [51] proposed the system which identify the real time engagement status of the learners in an 

e-learning scenario. Their models used the information provided by integral web-camera of the laptop. They 

have combined the information about the eye movement, head pose variations and facial-emotions to generate 

the concentration index. The analysis of eye/head movement was done by Haar-cascade algorithm. The binary 

classifier provided the final decision as “Distracted” or “Focused”. If the student categorized as “Focused”, 

then the facial-emotion analysis was carried out by CNN and the dominant emotion probability (DEP) score 

was generated. For the study, they have considered the 7 emotions (Neutral, Surprise, Happy, Sad, Disgust, 

Scare and Anger). A concentration index (CI) was calculated as the product of dominant emotion probability 

and emotion weight (EW). The emotion weight was in the range between 0 to 1, where the emotions 

corresponded to attention have highest weight value. The proposed system provided three classes of 

engagement: “not engaged at all”, “nominally-engaged” and “very engaged”. Additionally, the authors 

observed that the students with top scores had better concentration indexes. 

The studies so far discussed on engagement recognition using eye tracking was effective, but at the 

same time we have some challenges in proper eye calibration for getting data precision. Another disadvantages 

of eye-tracking technology is that we cannot track all eyes as it depends on the ability of camera to record the 

movements of eye with glasses, contact lenses and pupil color [52]. It is difficult to calibrate for the participants 

with eye-glasses or any eye disorders and required to be excluded from the studies [53]. Another disadvantage 

is that participants must remain within an eye-tracker range which may not be possible always. 

 

C. Gestures and postures 

The body language signals gestures and postures can indicate a person's emotions and attitudes. The 

movement of a body part is referred to as gesture (head and hand), whereas posture tells the way in which our 

body is positioned while sitting or standing. Many studies proved that gestures and the body actions are 

important emotional cues as these spontaneous body gestures replicate the real time expressions [54]-[57]. 

Considering the online learning set up, we have more importance for the emotions and actions on the upper 

body parts. Many recent works have done on e-learning systems by analysing learner’s upper bodily gestures 

[14]. Several researches revealed that the hand movements during conversations and social interactions convey 

the reactions or even different emotions or the affective states [58], [59]. 

Behera et al. [60], proposed an automatic deep learning model of hand-over-face (HoF) gestures in 

images to study nonverbal behaviors of learners comprising of HoF gestures, eye movements and head 

variations along with facial-expressions during learning activity. These nonverbal behaviours of learners were 

captured using a webcam and the HoF gestures identification were done from the still images. The behaviour 

was analyzed from a 40 minute session which includes the reading task and the problem solving task. The 

exercise problems on the sessions were divided to easy, medium and difficult set. This study assessed the facial 

emotions, HoF gestures, eye and head movements with their relations to the classroom behaviour interms of 

the occurrence frequency for different learning activities by considering the complexity levels, and examined 

the impact of time duration. This 40 minute session, the HoF gestures occur on an average accuracy of 21.35% 

and the HoF recognition attained the accuracy of 86.87%. The authors also observed that the occurrence 

frequency of HoF gestures in problem-solving tasks are more when comparing with the reading tasks. They 

got the accuracy rate of 23.79% for easy levels, 19.84% for medium levels and 30.46% difficult levels. 

Ekman [61] explicated technical basis of micro facial-expressions and macro facial-expressions. 

Based on their studies, the instinctive micro actions or gestures depict the person’s actual emotions, compared 

to the macro actions. Khenkar and Jarraya [62] presented their work of the engagement detection for e-learning 

students based on the spatiotemporal features extracted from micro body gestures. The engagement detection 

model implemented by the authors, analyzed the spatial and temporal information all through the video frames 

using a 3-D convolutional neural network. They have used the video Sports-1M dataset for training the C3D 

model and followed the transfer learning method. The implemented C3D model was centered on two methods. 

In the first method, they have extracted spatiotemporal features of e-learner’s micro body gestures with linear 

classifiers, after applying fine-tuning to the pretrained model. In the second approach, they have extracted the 

deep features by the pre trained model using two linear classifiers (SVM-Naïve Bayes). The authors obtained 

an accuracy of 94% for pretrained C3D model, 93% for pre-trained C3D+SVM and 77% for C3D +Naïve 

Bayes. As per their observation, the performance of 3D CNN model was quite good for detecting e-learner’s 

engagement detection task based on micro body gestures. 

Riemer et al. [63] studied the effect of reactions undergone by students during the interaction session 

with a multimedia learning system. To identify the features of bodily expression, the body actions of seventy 

undergraduate students while playing the serious game related to financial education was captured. A depth 

image sensor, Microsoft Kinect is used to record the data. As per the study and the validation, the participant 

keeping head more towards right is related to frustration and towards left indicate enjoyment. The result 

revealed that as frustration increases enjoyment decreases. Also, body of the participant positioned nearer to 

the gaming screen is related to frustration and as time passed leading to boredom [64]. 
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Garger [65], the frequency of head tilting is associated with boredom, conforms in the findings of 

[63]. The conclusions of these studies help researchers to label their data. Satyanarayana et al. [66] introduced 

the dataset called SDMATH for detecting deictic gestures using machine learning and computer vision 

approaches. This includes graph based visual saliency (GBVS), binary morphology, histogram of oriented 

gradients for object detection and support vector machines (SVM) classification to detect deictic gestures in 

the context of a one to one mathematics teaching session. All the studies discussed so far proved that the 

gestures and postures of students during learning reflect the learner’s interest and hence are important cues for 

an intelligent tutoring and for an adaptive learning system. 

 

2.1.2. Physiological signals 

The functioning of different physiological systems like nervous system, cardiovascular system, and 

muscular system of our body generate the physiological signals. Associated with human emotions, there could 

be an increase or decrease in heart rate, piloerection, cutaneous blood flow, gastrointestinal motility, and 

sweating. The physiological signal responses are not much sensitive to cultural differences [67], since they can 

be occurred through spontaneous emotional responses. The Table 1 discuss the general sensors used commonly 

for obtaining physiological signals which are used to detect the affective states of learners. 

 

 

Table 1. Commonly used sensors for obtaining physiological signals and an overview 
Commonly used sensors for 

measuring physiological 

signals 

Overview 

Electrocardiogram (ECG) ECG is the recording of the electrical activities of the heart muscle. The heartbeat is an electrical 

impulse that coordinate and causes the muscle to contract and pump blood through the heart. Normally 
a heartbeat on ECG, display the timing of upper and bottom chambers [68]. Monitoring and analyzing 

ECG patterns, helps in tracking the engagement status of the student in a learning environment.  

Electroencephalogram (EEG) EEG is used to record and analyze the brain activities. Brain nerve cells (Neurons) communicate with 
each other through electrical impulses. An EEG tracks and records the brain activity patterns. By 

analyzing the wavelength band, the EEG can differentiate the different brain’s active states. In a 

human life cycle, we learn new skills and also, we may require to modify or update the already learned 
one by enhancing the neural maps. As technology is changing day to day, brain require a rigorous re-

adaptation to new interfaces [69]. An engaged user will always actuate learning in an optimal way by 

avoiding distractions [70], [71]. 
Electromyogram (EMG) An EMG measures the response of muscle or electrical discharges in response to the stimulation of 

nerves from muscles. During the test a thin needle/needles are inserted into a muscle [72]. The 

emotion excitement of students during learning activity can be analysed by examining the EMG 
signals. The movement of facial muscles provides a good amount of information on student 

engagement with dynamic visual content. 

Blood pressure (BP) BP is the force of blood circulation against the arteries’ walls. BP is taken as two measurements 
Systolic (the blood pressure, when the heart contracts) and diastolic pressure (the blood pressure, 

when the heart relaxes) [73]. The emotional state due to stress during the learning activity can be 

monitored by measuring BP. 
Skin temperature (ST) The skin temperature is measured on the outermost surface of the human-skin.With the use of skin 

sensors the peripheral temperature can monitor,which allow to sense the emotion stress and hence can 

help in the engagement detection of leaners [74]. 
Galvanic skin response 

(GSR) 

GSR is used to measure the conductance of skin. It depends on skin moisture level associated with 

sweat glands [75]. By monitoring the sweating gland activity, some researches have carried out in the 
engagement detection of students [76]. 

Photoplethysmography 

(PPG) 

This optical technique to used measure the variations of blood volume in microvascular bed of tissues 

[77]. In the education research PPG sensors have used for heart rate measurement for detecting student 

attentivity in classrooms. 

Respiratory pattern (RP) and 

Respiratory volume (RV) 

Our average breath pattern is 12 breaths per minute. According to our emotions the frequency of 

breaths may change [78]. The respiratory volume is the amount of gas present inside the lungs at a 
particular time. The lung volumes tidal volume, inspiratory reserve volume and expiratory reserve 

volume are measured using spirometry [79]. 

 

 

Belle et al. [80] proposed a system for engagement detection by ECG as the main physiological signal 

during a particular learning activity. They have identified the correlation between varying levels of attention 

and its effect on cardiac rhythm recorded in the ECG. For comparing the performance, they have analysed the 

EEG signals of a set of students. The feature extraction of ECG signals are done by Stockwell-transform and 

EEG signals by discrete wavelet transform (DWT). The machine learning algorithms used for classification 

are C4.5, a decision tree-based classification algorithm, classification via regression and Random forest for 

differentiating whether the participant is attentive or not attentive. The results obtained by using ECG were 

comparable with EEG. 
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Apicella et al. [81] proposed the engagement detection in learning 4.0 based on personalized wearable 

EEG system consist of a wireless-cap connected with dry-electrodes and eight data acquisition channels. The 

validation of the system is done for an experimental task involving cognitive and motor skills of 21 students 

during learning of functioning of a specific human-machine interface. The proposed method was based on filter 

bank, support vector machine and common spatial pattern. For the cross-subject case, the baseline removal by 

using TCA obtained an average accuracy of 72.8% for cognitive engagement and 66.2% for emotional 

engagement. 

Awais et al. [11] for engagement detection was based on the wireless transmission of different 

physiological signals to the data-processing-hub through an integrated IoT frame work. The system used 

multimodal physiological sensors such as ECG, EMG SKT, GSR and BV. Three EMG sensors were used, in 

such a way that 2 on the face and 1 at the back. There are 30 people participated in the data-acquisition 

experimentation. They were displayed of 8 videos on four different emotions relaxing, amusing, boring and 

scary. The duration of the videos were 140-200 seconds, and the physiological signals of participants were 

recorded while they were watching the video. For training and classification they have used the special deep 

neural network, LSTM. The Iot framework permits the data-transmission and reception between the wearable 

sensors to Iot hub (data processing) and then to the cloud server. This work, also evaluated the performance of 

the combinations as per the Table 2. As per their observation 𝐶1 obtained the worst performance accuracy of 

around 70%,while 𝐶2 and 𝐶3, both perform equally good by obtaining the 𝑓 score above 90% with a difference 

of only 0.05%. This imply that the contribution of RP sensor is negligible. The best performance is achieved 

for 𝐶4, but it is again comparable with 𝐶2 and 𝐶4. It is not practical to use all the sensors.The study proved the 

best sensor combination as 𝐶2 with ECG, GSR, BV, and ST. This sensor combinations are available as wrist 

wearable devices in shimmer wrist bands [82].  

 

 

Table 2. Sensor combinations [11] 
Combinations Sensing modalities 

𝐶1 EMG1, EMG2, EMG3 

𝐶2 ECG, GSR, BVP, ST, RP 

𝐶3 ECG, ST, GSR, BVP 

𝐶4 EMG1, EMG2, EMG3, ECG, GSR, BVP, ST, RP 

 

 

Carroll et al. [83] analyzed the student engagement, for a sample of 45 students of unmanned-aircraft-

systems (UAS) training program through physiological and behavioral inputs. They have used respiratory, 

cardiovascular, eye-tracking and electrodermal movement sensors. They were able to achieve the classification 

accuracy of 85% for different engagement levels and obtained 81% without including eye tracking features. 

Most of the studies in engagement detection of students using physiological signals, revealed the promising 

result when using EEG sensor, as EEG is feasible indicator for moment to moment changes of learner’s 

attention [84]-[88]. The usage of other physiological-sensors like ECG, heart rate, skin-conductance and PPG 

are also proved their effectiveness in identifying the changes in students’ affective state [89]. 

Normally ECG signals convey information on stress level, relaxation, and concentration surprise. At 

the same time PPG signals provide oxygen saturation, and blood volume. which are related to laughter, 

frustration, interest and stress. Currently many wearables for measuring these physiological signals are 

commercially available. Smartwatch from Apple, contain sensors such as electrical HR sensor, Oximeter, 

gyroscope sensor, optical HR sensor and accelerometer. Similarly smart watch from Empatica consist of 

peripheral temperature sensor, EDA sensor, gyroscope sensor and 3-axis accelerometer [90]. Other than smart 

watches, other gadgets like wrist band, vest, T-shirts, helmet, headphones, ring, and bracelet. Are also available 

in market with different combination of sensors. By making use of these gadgets, it is easy to measure 

physiological signals of people which could be useful for the engagement detection of students or other 

healthcare applications [79]. 

 

2.2.  Dataset 

Analysing the academic emotions have a great impact on learning effect. Students typically express 

their engagement status in learning externally by the facial expressions, speech, gestures and postures or 

behaviour. A good collection of datasets is pivotal for any work. Currently there are several datasets available 

for analysing the facial emotions and most of them are limited to the basic emotions. Academic emotions 

belong to the category of affective state and these academic emotions cannot be labelled only by basic emotions 

[91]. But still there are no concrete definitions for academic emotions. Many researchers have concluded the 

frequent feelings, students experiencing while attending classes are frustration, boredom, confusion, anxiety, 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 30, No. 2, May 2023: 1178-1191 

1186 

enjoyment, and confidence [92], [93]. Table 3 summarizes, the freely available database, features and the 

affective states recognized for engagement detection, which are used in some of the reviewed papers. 

 

 

Table 3. Engagement detection datasets and their features 
Database Features Affective states recognized Modality 

DAiSEE [94] The images of the dataset are created from 9068 videos and 112 

subjects (80 males and 32 females). Available in the web link: 
https://people.iith.ac.in/vineethnb/resources/daisee/index.html 

Engaged, Frustration, 

Boredomd and Confusion 

Facial 

Expression 

In-the-wild 

[95] 
 

The dataset contain 725,000 frames are captured from 264 

videos with 91 subjects about 16.5 hours of recording (25 males 
and 50 females).  

Engaged, Barely-engaged 

Highly-engaged, and 
Disengaged,  

Facial 

Expression 
 

HBCU [35] 

 

HBCU dataset consists of images created from 120 videos and 

34 subjects (9 males and 25 females). 

Very-engaged, Nominally-

engaged Engaged, and 
Not-engaged,  

Facial 

Expression 

SDMATH 

[66] 

The dataset has formed from 20 videos and with 20 subjects (It 

involved 210 females and 10 males). 

Deictic gestures Gestures, 

speech, eye gaze 
and facial 

expressions 

WACV 
dataset  

[96] 

WACV dataset contains total 4424 images in which 412-
Disengaged; 2247-Partially Engaged and 1765-Engaged. 

Available in: https://github.com/e-drishti/wacv2016 

engaged, partially engaged, 
and disengaged 

Facial 
Expression 

Engagement 
Recognition 

dataset 

[36] 

This database is prepared from the videos of 20 students of age 
group 14 to 15 years (11 girls and 9 boys). It consist of 4627 

samples in which 2290 are for engaged samples2337 are 

disengaged samples. Available in: 
https://github.com/omidmnezami/Engagement-Recognition. 

Engaged and Disengaged Facial 
Expression 

DEAP [97] The dataset is prepared from EEG, peripheral-physiological 

signals GSR, respiration amplitude, GSR, ST, ECG, BV by 
plethysmograph, EOG and EMG of Trapezius and Zygomaticus 

muscles analysis of 32 participants were recorded. The frontal 

face video of 22 participants were also recorded. Available at: 
https://www.eecs.qmul.ac.uk/mmv/datasets/deap/ 

Valence, Arousal and 

like/dislike ratings  

Peripheral -

physiological 
signals and 

EEG,  

Spontaneous 

expression 

database [98] 

 

Dataset include 1274 video clips with 30184 images from 82 

students (29 males and 53 females) are included in the 

database. 

Enjoyment, Confusion, 

fatigue, Distraction and 

Neutral 

Spontaneous 

facial expression 

Multimodal 
database [99] 

Database contain the recordings from 16 professional actors (8 
males and 16 females) under studio conditions 

Fear, surprise, anger, 
sadness, happiness, disgust 

facial 
expressions, 

body movement 

and gestures 
EU Emotion 

Stimulus 

[100] 

82 contextual social science specific scene clips, 249 clips of 

body gesture specific scenes, 87 clips of Speech stimuli from 

2364 recordings by 19 professional actors. Totally 21 emotions 
and mental states are represented. 

Afraid, neutral, angry, 

bored, ashamed, disgusted, 

disappointed, excited, 
happy, frustrated, jealous, 

joking, hurt, interested, 

proud, sad, kind, sneaky, 
surprised, worried and 

unfriendly, 

Facial 

Expression, 

Vocal 
Expression, 

Contextual 

social scene and 
body gestures, 

HEU [101] Dataset contains 19,004 video clips and 9951 subjects from 

face and body gestures. It is divided as two parts. HEU Part 1 

include two modalities (face and body gesture) and ten 
emotions and contain the videos from Google, Tumblr and 

Giphy, including ten emotions and  

And HEU-part 2: include 3 modalities (facial expression, body 
gesture and emotional speech) with around ten emotions and 

contain the clips from movies, TV series and different shows 

Bored, anger, confused, 

disgust, disappointed, fear, 

neutral, happy, sad, 
surprise 

(Facial 

Expression, 

Body Gesture, 
and Vocal 

Expression) 

 

 

3. RESULTS AND DISCUSSION  

Student attentivity in a learning environment is directly associated with the perception of student’s 

pedagogical activities in the class. Adopting proper teaching and learning approaches can always improve 

student engagement during learning activities. MOOCs are transforming the environment of how people learn, 

as it is providing good quality educational contents in huge range at a lower cost. However, the MOOCs also 

endure from less engagement from attendees, unidirectional information flow and lack of personal attention. 

Similarly, since the outbreak of corona virus, video conferencing technologies such as Microsoft Teams, Zoom, 

Google meet, and Skype have received a huge popularity because of their increased usage in schools and 

universities in the past two years. These online conferencing tools created a need for monitoring student 

engagement in real time. Very few works have been only reported in the real time cases. Hence such an online 

http://www.kasrl.org/jaffe.html
https://github.com/e-drishti/wacv2016
http://www.kasrl.org/jaffe.html
https://github.com/omidmnezami/Engagement-Recognition


Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

 A survey on automatic engagement recognition methods: online and traditional … (Ajitha Sukumaran) 

1187 

environment it is very difficult to the instructor to track the involvement of students, hence here lies the 

importance of a proper engagement detection system. The same is applicable in traditional classroom with 

large number of students. Student engagement will increase their satisfaction level, enhances their motivation 

to learn and reduces the sense of isolation. 

Because of the rapid advancement in intelligent systems, many researchers proposed and implemented 

systems for automatic measuring engagement in an educational domain. Some of the researchers adopted the 

computer vision-based methods to extract the information related to the cognitive, affective and behavioural 

states of learners during learning activities. Most of the works done so far in engagement recognition is in 

laboratory-controlled environment, hence analysis in natural scenarios is still more challenging as we need to 

take into consideration of many more aspects such as memory requirement and computational complexity. 

Most of the existing works are based on images or videos of facial expression, as human face reflects most of 

the emotions. But the images or videos in most of the existing databases are subjected to occlusions, head-pose 

changes, illumination variations and bias identity. Hence extracting features from such images or video 

segments are difficult and may cause loss of information. The video segmentation errors also cause difficulty 

in extracting features from the regions of interest. 

As a result of fast-growing technology, the application of sensors in educational research, health 

monitoring has increased. When we integrate different sensors associated with different physiological signal 

measurements, more intelligent and more efficient detection of student attentivity is possible. More work needs 

to be carried out by using sensor data fusion. In earlier time, for collecting physiological signals, we need to 

connect electrodes and other things create discomfort to students. But now multiple sensors are available in 

different wearable gadgets like smart watch, wrist band, and T shirts. Hence obtaining physiological signals 

from learners is not a big task. But still, many of these gadgets lacks mechanisms in analyzing or processing 

data, as they allow to monitor only. By using embedded machine learning by IoT, the analysis of sensor data 

is possible. In addition, the technical aspect of wearable devices like battery performance, intercommunication 

for the transfer of data, and sensitivity should be improved. 

Various wearables are used in recent research studies for facial expression, eye movement, emotion 

identification by physiological signal, gestures and postures. Smart glasses from oculus quest pro (Tracking of 

eye and face), glasses for eye tracking from iMotions, Google and Apple, Eye Tribe (Eye tracking device used 

in desktop computers and tablets), can be used for facial emotion recognition and eye movement tracking. 

So far, we have discussed diverse works in different types modalities or the combination of multiple 

modalities. Most of the works shows facial expression based on images or videos is the prime modality for 

affect state identification. Studies show, the combination of multiple modalities improve accuracy of detection. 

The combination of facial expressions with different modalities will increase the exactness of student 

engagement detection.  

The expressions corresponding to engagement are compound emotions. A comprehensive dataset 

exclusively for engagement recognition with natural expressions, are not available. As we discussed, many 

researchers attempted and come up with few datasets, with limited data. And in most of the datasets, the 

subjects are captured in wild environment. 

 

 

4. CONCLUSION  

Automatic engagement detection methods are finding gravity in the current online and offline 

education system. The machine learning or deep learning approaches used for this application contributes a lot 

to the research area of human computer interaction. Different engagement recognition systems were proposed 

and implemented in real time based on facial expressions, eye movement, gestures, postures, and physiological 

signals. Still research is ongoing to increase the accuracy and reliability in providing the involvement status of 

a student in the learning environment (both online and traditional classroom). This paper presents a rigorous 

study of the various engagement detection approaches and algorithms used to substantiate and test the state-

of-the-art methods for the identification of affective states of students during learning. In this study we have 

discussed and summarized the various available datasets in different modalities used in the reviewed papers 

for the engagement detection. One of the main conclusions drawn from our study is that the accuracy of 

engagement detection system improves with the increase in the number of modalities used.  
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