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 Hypertension in Bangladesh is a leading cause of cardiovascular diseases, 

stroke, and kidney failure, resulting in significant morbidity and mortality. 

Preventive measures and simple health practices can effectively reduce 

hypertension and its complications. This study utilizes machine learning 

algorithms (naive Bayes, support vector machine, logistic regression, 

random forest) to predict hypertension in high-risk individuals. The 

proposed hybrid model achieves a prediction accuracy of 78.17%, 

surpassing other machine learning methods. Random forest has the highest 

accuracy among the individual algorithms at 73.86%. Classification 

performance is evaluated using sensitivity, specificity, precision, and  

F-score, along with receiver operating characteristic analyses and confusion 

matrices through 10-fold cross-validation. These findings emphasize the 

importance of managing risk factors for better population health and 

highlight the efficacy of the hybrid model in hypertension prediction. The 

study underscores the significance of preventive measures in reducing the 

burden of hypertension-related diseases and improving overall well-being. 
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1. INTRODUCTION  

An educational clinical center used statistical and machine learning techniques to examine the digital 

health records of 14,360 adult hypertension patients. Finding predictors and the timing of lifestyle 

modifications was the goal [1]. Using data from Kuwait, the study developed classification models and risk 

assessment tools for diabetes, high blood pressure, and comorbidities [2]. Numerous techniques were used, 

including support vector machines (SVMs), multifactor dimensionality reduction, logistic regression, and K-

nearest neighbors (KNNs). Fivefold cross-validation was used to get generalization errors and accuracies [3]. 

In this work, pulse waves from both the hypertensive and healthy groups were classified and predicted using 

a machine learning technique. By removing noise with K-means, the goal was to evaluate how pulse waves 

affected the accuracy and stability of the machine learning model [4]. In order to enhance therapy 

personalization and patient outcomes, the study used decision trees and neural networks to uncover 

parameters that contribute to the effectiveness of high blood pressure medicine treatment for a broad group of 

https://www.researchgate.net/scientific-contributions/Muhammad-Saad-Amin-2218487540?_sg%5B0%5D=D5WjGUDRMjkz4zLiZJtKo1awADLaPhJJnuWLHToDFTr52cDxnVYH2V7fKB8oA35Kw-4mWrU.7dHFe_RmzmSpCx5tz2tVWRQj7HQiX_qzWNcSqdV_aS_-02_29bCdzyBm3cQWQ0zbEB7GKCgP94mGOMYz4JUtxA&_sg%5B1%5D=b0bfxAS-adrcUKL_I73mCX2uuiAR0h_SWQHISkYOk_ua2DD412Nlzr6ufZSg5eYIuFp8JYY._Ln3goD3cF2Ypblv8cw2q0TsDCRT1Sryzazbdnf3viwXEZkF0CBK6gnoYrIwapTG8jH0x20sGUucMVXdXZBo5g
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patients [5]. The study used supervised principal component analysis to identify systolic motion patterns that 

were highly predictive of survival. The researchers assessed the precision of survival prediction using the 

area under the curve with time-structured receiver operating characteristic analysis for 1-year survival [6]. 

The aim of the study was to assess the performance of the machine learning algorithms catboost, logistic 

regression, naive Bayes, random forest, and SVM in the screening of anxiety and depression among 

seafarers. The evaluation was performed using Python programming [7].  

The study's objective was to find out how machine learning methods may enhance pulmonary 

hypertension (PH) prediction. Five machine learning techniques, including random forests of classification 

trees, random forests of regression trees, lasso penalized logistic regression, boosted classification trees, and 

SVMs, were applied by the researchers. The study's goal was to assess how accurately these algorithms 

predicted PH [8]. This study provides a comprehensive review of machine learning and artificial intelligence 

(AI) approaches for non-invasive cuff-less blood pressure estimation using the photoplethysmography (PPG) 

method, including challenges and limitations. The study's goals were to assess the efficiency and practicality 

of blood pressure measurement methods based on PPGs and to show how machine learning and AI could 

improve accuracy and dependability [9]. The study's objective was to evaluate and contrast the performance 

of several machine learning approaches in locating those at risk of hypertension. Logit boost, Bayesian 

network classifier, locally weighted naive Bayes, artificial neural network, SVM, and random tree forest were 

some of the methods used. The study's objective was to assess the efficacy and precision of different methods 

for foretelling the likelihood of developing high blood pressure [10]. The potential for AI to offer clinical 

specialists in high blood pressure management useful insights is examined in this paper. In order to increase 

the accuracy and precision of high blood pressure management and patient outcomes, it focuses on the 

application of AI to predict clinical outcomes in vast and complicated datasets [11]. This study uses chest 

sound recordings and machine learning techniques to suggest Kullback-Leibler divergence as a possible 

method for anticipating hypertension. The objective of the study is to examine how well this method predicts 

hypertension and increases diagnostic precision [12].  

This study's objective was to improve non-communicable disease intervention strategies through 

data analysis and the presentation of a practical, individualized, and predictive model. The goal of the model 

was to pinpoint individuals who would later be at risk for non-communicable diseases, enabling earlier 

intervention and better health outcomes [13]. Based on the prediction model, a mobile application has been 

created that combines clever tactics with an artificial neural network (ANN) that uses the multi-layer 

perceptron method. The purpose of the app is to help expectant mothers identify the type of high blood 

pressure they are dealing with. The accuracy and reliability of the diagnosis can be increased with the 

employment of intelligent methods and ANN [14]. This study analyzes four machine learning techniques to 

identify various forms of high blood pressure based on individual features and data (C4.5 direct torque 

control (DTC), random forest, latent dirichlet allocation (LDA), and least-squares support-vector machines 

(LSVM)). The objective is to increase the high blood pressure classification's accuracy and dependability 

[15]. In two racially and ethnically diverse urban groups, this study examines the precision of self-reported 

survey data in determining the prevalence of clinically diagnosed high blood pressure. The study also 

suggests a method for correcting self-reported data to represent the incidence of clinical hypertension more 

accurately [16].  

The purpose of this study is to discover prehypertension and high blood pressure risk factors in 

middle-aged Korean people. The importance of prehypertension and high blood pressure was assessed using 

binary logistic regression analysis, and prediction models were created using logistic regression, naive Bayes, 

and decision trees. Improved knowledge of high blood pressure and prehypertension in this population is the 

aim [17]. To predict high blood pressure and diabetes risk, respectively, a combination of conditional 

decision-making and machine-learning methods is applied. Using supervised device learning, where a device 

is trained to anticipate the patient's diabetes and high blood pressure, it is possible to learn type algorithms 

[18]. In Bangladesh, where the condition is on the rise throughout Southeast Asia, this study examines the 

factors that contribute to high blood pressure in adults. The goal is to better understand the elements that lead 

to hypertension in this population [19]. This study proposes a hybrid prediction model (HPM) for early type 2 

diabetes and high blood pressure prediction based on individual risk factors. The objective is to create a more 

accurate and effective prediction model under these conditions by utilizing data cleaning techniques and 

random forest classification [20]. Identifying the prevalence, underlying factors, and socioeconomic 

disparities of undiagnosed hypertension in Nepal is the aim of this study. Using logistic regression analysis, it 

is possible to identify the causes of hidden high blood pressure. The study provides information on how to 

diagnose and manage hypertension in Nepal, particularly in disadvantaged people [21] more effectively. 

Whether an increase in in-clinic mortality is associated with hypertensive patients' elevated systolic blood 

pressure (SBP) in the emergency department (ED) was the aim of this investigation [22]. The purpose of this 

study was to determine the reasons why non-Hispanic Whites and Hispanics and Latinos spent less money on 

hypertension management, detection, and treatment. The study's major objective was to examine the 
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prevalence, awareness, management, and treatment of hypertension among Hispanic/Latino adults [23]. This 

paper's main objective is to explain hypertension and the factors influencing treatment adherence in male and 

female hypertensive patients living in rural Bangladesh [24]. The findings of this study point to a 

considerable increase in domestic violence, which is highly correlated with two factors: families' income 

levels during the COVID-19 epidemic and individual family individuals' levels of education [25]. 

However, the above articles use different summarizing approaches, machine learning techniques, 

effectiveness along with SVM, KNN, ANN, recency frequency monetary (RFM), AI, and many others. 

Additionally, some papers used binary logistic regression and some predictive models for classification and 

forecasting hypertension. But there is no available paper that explained hypertension using a prediction 

model through machine learning techniques in the perspectives of Bangladeshi data. Hypertension is also 

caused by different kinds of serious diseases as like as heart disease and diabetes. Every 12 months, a large 

number of economic fees have to spend from our national price range for high blood pressure purposes. So, 

high blood pressure prevention is a first-rate problem these days in Bangladesh. During this paper, we try to 

predict hypertension through a proposed model. Even we strive to degree the overall performance of 

numerous machine learning tools within comparisons in the perspective of validation and accuracy all 

through the specified Bangladeshi records. 

 

 

2. METHOD  

2.1.  Dataset collection and processing 

In this paper, we used secondary data which is collected from a private hospital in the year 2014-

2015. In our data set, there exists 9,620 patients and for each patient different information (which is known as 

a variable). In our dataset consists of some distinct medical variables, such as age, sex, heredity, body mass 

index (BMI), diabetes, and some demographical variable like occupation, income, and education. Describe 

all variables in Table 1. 

 

 

Table 1. Dataset description 
Variable names Description 

Age Patients age in years 

Sex Sex of the patients (male or female) 

Occupation Occupation of the respondent (service, business, farmer, housewife, retired and others) 
Heredity Heredity means whether the previous generation had hypertension (yes or no) 

Area Respondence residence location (rural or urban) 

BMI Body mass index 
Education level Education qualification of the patients (literate or illiterate) 

Diabetes Patients have diabetes (yes or no) 

Physical exercise Whether the patient exercises regularly (yes or no) 
Income Income level of patients or family (low, medium, high) 

Weight Patients weight level (underweight, normal weight, overweight, obesity) 

Hypertension Decision by doctor having hypertension or not (yes or no) 

 

 

This dataset has 3,853 patient data where all the patients are female, and 5,767 patients are male. 

Most of the patients in our dataset are in the urban area compared to the rural area. Using the wrapper method 

feature selection method, we select 11 variables in our analysis. We use R package version 3.6.3 for the data 

processing and analysis. Moreover, we used the wrapper method to find the important features for our 

predictive model. 

 

2.2.  Experimental setup 

Figure 1 describes the different steps involved in our study. In the first step, we pre-processed the 

dataset for our predictive model—the next step the dataset into two parts, i.e., training, testing datasets. In our 

study, three prominent classification techniques and a hybrid model have been applied. Therefore, the best 

predictive model approves as a future predictive model. 

 

2.3.  Proposed hybrid model 

The concept of hybrid or ensemble approaches involves utilizing multiple single models to generate 

effective discriminatory rules. To implement this, we can create ensembles of machine learning algorithms, 

which involves combining the predictions of four caret models through a technique called stacking. This 

suggests that each model is skilled in unique ways, and by combining their strengths, a new classifier can 

optimize accuracy. 
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Figure 1. Flowchart for proposed hybrid model 

 

 

2.4.  Comparison of the previous research  

The previous study's use different model and compared to the accuracy in the comparison of 

previous research (CPR) section. It's worth noting that we concentrated on the algorithms. The previous study 

focused on the machine learning algorithm but not proposed any hybrid model. We compared our work to the 

top six current studies on hypertension prediction. We displayed our comparison in Table 2. 

 

 

Table 2. Comparison of previous research with our proposed hybrid model 

Title of the previous study Algorithm 

Use 

proposed 

model 

“Comparison of machine learning methods for the arterial hypertension diagnostics” 
[1]  

DA 
KNN 

SVM 

DT 
NB 

No 

“Predictive models to assess risk of type 2 diabetes, hypertension and comorbidity: 

machine-learning algorithms and validation using national health data from 
Kuwait—a cohort study.” [3] 

 

LR 

KNN 
MDR 

SVM 

No 

“A study of machine-learning classifiers for hypertension based on radial pulse 
wave.” [4] 

RF 
SVM 

AdaBoost 

GBT 
KNN 

No 

“Machine learning of big data in gaining insight into successful treatment of 

hypertension.” [5] 

DT 

FCNN 

No 

“Uses and opportunities for machine learning in hypertension research.” [11] CART 

NN 
Boosting 

SVM 

CNN 

No 

“A predictive model for hypertension diagnosis using machine learning techniques.” 

[14] 

Fuzzy logic 

ANN 

Multilayer Perceptron 
DDT 

SVM 

No 

Our research. LR 
SVM 

RF 

Hybrid 

Yes 
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2.5.  Support vector machines  

Support vector networks and SVMs are supervised learning models that use learning techniques to 

classify and evaluate data for regression analysis. SVMs can do nonlinear classification in addition to linear 

classification by implicitly translating inputs into high-dimensional feature spaces using the kernel method. 

Introduced by Vladimir Vapnik and Alexey Chervonenkis, SVMs attempt to classify datasets into two classes 

by passing a linearly separable hyperplane. Ultimately, the model can accurately estimate the target groups or 

labels for new cases. Assuming perfect data separation, SVMs can effectively classify datasets. After that, we 

can improve the following. Minimize ∥ 𝜔 ∥2, subject to: 

 
(w. xi + b) ≥ 1, if yi = 1  

 
(w. xi + b) ≤ −1, if yi = −1  

 

the last two constraints can be compacted to: 

 

𝑦𝑖(𝑤. 𝑥𝑖 + 𝑏) ≥ 1.  

 

2.6.  Naïve Bayes 

The naive Bayesian model is a simple and effective technique for analyzing very large data sets. The 

Bayes theorem is used to categorize data under the presumption of predictor independence. The naive Bayes 

classifier thinks that whether a feature is present in a class has no bearing on whether another feature is 

present. The main challenge with this approach is calculating the class conditional density, which is typically 

based on the available data points. We can calculate the class conditional density of ambiguous data artifacts 

by estimating probability distributions for unknown classification issues. Bayes Theorem provides a way for 

P(c), P(x), and P(x) to measure posterior likelihood. Look at the equation underneath: 

 

𝑃(𝑐|𝑥) =
𝑃(𝑥|𝑐)𝑃(𝑐)

𝑃(𝑥)
  

 

there, P(c) is the posterior likelihood of class (target) given predictor (attribute), P(c) is the prior likelihood of 

class, P(x) is the likelihood of predictor given class, and P(x) is the predictor chance.  

 

2.7.  Random forest model 

A flexible and user-friendly machine learning technique, the random forest approach can produce 

outstanding results even without hyper-parameter adjustment. Due to its versatility and simplicity, it is 

commonly used for problems involving classification and regression. This article gives a general summary of 

the algorithm's operation, distinguishing characteristics, and practical application. Being adaptable to both 

classification and regression issues, which is a major feature of many modern machine learning systems, is an 

additional advantage of random forest. The hyperparameters for decision trees and bagging classifiers are 

also applicable to a random forest model. Each tree in a random forest classifier is created using a random 

vector that is individually sampled from the input vector, and it mixes several tree classifiers. Then, each tree 

votes to categorize an input vector according to the class that appears the most frequently. 

 

2.8.  Logistic regression 

A popular machine learning algorithm is a logistic regression, second only to linear regression in 

popularity. While there are similarities between the two, the primary distinction is in their applications. 

Linear regression is used for predicting or forecasting numerical values, whereas logistic regression is 

commonly used for classification tasks. Let 𝑌𝑖 , 𝑖 = 1,2, … … . 𝑁 be a binary outcome (0|1) from 

Bernoulli(1, 𝜋𝑖) with 𝜋𝑖 = 𝑃𝑟[𝑌𝑖 = 1]. The logistic regression model can be defined as:  

 

 𝑙𝑜𝑔𝑖𝑡 = [𝑃𝑟(𝑌𝑖 = 1|𝑥𝑖)] = 𝑙𝑜𝑔 (
𝜋𝑖

1−𝜋𝑖
) = 𝜂𝑖 = 𝛽𝑇𝑥𝑖  

 

2.9.  Performance evaluation 

We need to assess performance assessment after fitting various machine learning methods. Based on 

the following standards, we assess machine learning algorithms for categorization using different techniques 

of performance measures mentioned in Table 3. For the binary classification problem, we have samples of 

hypertension risk belonging to two classes: YES or NO. Here are four important terms which are used to 

calculate different evaluation criteria. 
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Table 3. Model evaluation technique 
Technique names Formula 

Accuracy = 𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

Precision = 𝑇P

𝑇P + 𝐹P
 

Sensitivity/Recall = 𝑇P

𝑇P + 𝐹N
 

Specificity = 𝑇N

𝑇N + 𝐹P
 

F1-Score = 
2 ∗

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜n ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜n + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

 

3. RESULTS AND DISCUSSION  

This study employed a novel approach to assess the effectiveness of four machine learning 

classification algorithms and one hybrid model in predicting hypertension. The performance of each model 

was evaluated using five criteria, including specificity, recall, precision, F1 score, and area under curve 

(AUC) value. In Table 4 represent the different machine learning algorithm performance evaluation criteria. 

 

 

Table 4. Performance measurements for classification technique 
Algorithm Accuracy Sensitivity Specificity Precision F1 Score AUC 

RF 0.7386 0.8432 0.5793 0.8432 0.8432 0.8099 

SVM 0.7344 0.8449 0.5662 0.8449 0.8449 0.7976 
NB 0.6913 0.7227 0.6435 0.7227 0.7227 0.7546 

LR 0.6887 0.7812 0.5478 0.7812 0.7812 0.7406 

Hybrid 0.7817 0.8751 0.6396 0.8751 0.8751 0.8634 

 

 

Table 4 represents the performance of four supervised machine learning techniques and one hybrid 

model for hypertension prediction. We used a 10-fold cross-validation approach to evaluate the performance 

of the prediction model. As a result, random forest exhibits the highest performance among four machine 

learning algorithms with an accuracy of 73.86% and the lowest performance in logistic regression with an 

accuracy of 68.87%. We compare all performance among four machine learning algorithms in the existing 

criteria, and in all cases, the random forest model is the much better performer algorithm. But our proposed 

hybrid model provides better accuracy (78.18%) than the random forest model. We also show the machine 

learning algorithms' performance through the ROC curve. From Figure 2, five different colors represent five 

different predictive models in our medical dataset.  

 

 

 
 

Figure 2. ROC Curve for different machine learning algorithm compared to hybrid model 
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The hybrid model we've proposed is represented by the red hue and performs better than any other 

predictive models. In ROC curve analysis, it provides the AUC value, which is included in Table 4. It is clear 

that AUC=0.8634, which indicates that our proposed model predictions are 86.34% correctly identify the 

patients who have hypertension. That means our proposed hybrid model accurately predicts who has the 

possibility of hypertension. But logistic regressions is less accurate in predicting or identifying the patients 

who have hypertension. The AUC value for logistic regression is AUC=0.7406 which is the lowest among all 

predictive models. 

 

 

4. CONCLUSION  

By analyzing the experimental result, it is concluded that our proposed hybrid model obtains AUC's 

highest accuracy, 78.18%, compared to all machine algorithms and also provides the highest AUC value is 

86.34%. The AUC value in the proposed model is close to 1, which indicates the more accurate prediction. 

Therefore, our proposed hybrid model more accurately identifies the patients who actually have 

hypertension. The proposed model shows the best results under the ROC curve regarding classification 

accuracy. The outcomes show that the suggested model performs better than other models with greater 

accuracy and less classification error. However, the literature assessment suggests that there has only been 

minimal progress in developing a predictive model for identifying hypertension patients. Finally, we can say 

that for all machine learning algorithms, our proposed hybrid model reduces classification error, and the best 

predictive model compares to all machine learning algorithms. 
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