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Abstract 
The space target recognition algorithm, which is based on the time series of radar cross section 

(RCS), is proposed in this paper to solve the problems of space target recognition in the active radar 
system. In the algorithm, EMD method is applied for the first time to extract the eigen of RCS time series. 
The normalized instantaneous frequencies of high-frequency intrinsic mode functions obtained by EMD are 
used as the eigen values for the recognition, and an effective target recognition criterion is established. 
The effectiveness and the stability of the algorithm are verified by both simulation data and real data. In 
addition, the algorithm could reduce the estimation bias of RCS caused by inaccurate evaluation, and it is 
of great significance in promoting the target recognition ability of narrow-band radar in practice. 
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1. Introduction 
Radar cross section (RCS) is the available information for almost all types of eigen 

instrumentation radars. How to make the best use of the space target’s RCS information is very 
important to promote the target recognition ability of narrow-band radar commissioned [1]. RCS 
is correlated with many factors, such as the target conformation and structure, the target 
attitude, radar observation angle and external environment, etc. A small fluctuation in these 
factors changes RCS greatly. For example, a tiny change in the attitude of a high-frequency 
target would cause a change in RCS of dozens decibels, and the complicated environment in 
practice would lead to the extremely complex changes in RCS. These would make the 
calculation of the target structure information from the target RCS more difficult. Therefore, how 
to use the RCS information is a big problem in the field of radar target recognition [2]. 

Nowadays using the target RCS information to recognize the target could be achieved 
by the target RCS time series. When the ground radar stays motionless and the target flies 
along a definite track, the changes of the target motion track and its attitude are continuous, and 
a function in which the target echo intensity fluctuates over time is formed. According to radar 
equation, the echo intensity sequence could be transformed into RCS sequence. Because the 
space target RCS time series include plenty of information, its existing eigen could be used to 
recognize the new target, which is the main research content of this paper. 

Two kinds of methods are often used to extract the eigen of RCS time series. One is the 
traditional statistical analytical method. As in Ref. 3, a power spectral density function is applied 
to observe RCS time series, but it fails to extract recognition index for its insufficient 
recognizable ability. In Ref. 4, a fighter and a helicopter are taken as the targets, multiple 
distribution models, such as, 2 distribution and lognormal distribution are applied to study the 
statistical distribution characterization of the RCS time series, but it needs numerous samples to 
verify. In Ref. 5 the method of analyzing time series with ARMA model is applied to extract the 
precession period of ballistic target, because RCS time series of the moving space target is 
often non-stationary time series, it is very difficult to be extracted and recognized by the 
conventional time series [6, 7] analysis. Therefore, the other one, i.e. non-stationary signal 
analytical method, is adopted by many scholars now. Fractional Brownian motion model is 
introduced in Ref. 8 to analyze the RCS time series. The present research is mainly based on 
the application of wavelet transform and fuzzy classification to extract the eigen and recognize 
the space target [9-12]. However, the wavelet analysis possesses a poor time resolution in the 
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low frequency part and a poor frequency resolution in the high frequency part. Furthermore, it 
depends on the selection of wavelet function, which limits its application. In order to search for 
the good nature of time-frequency localization, a new method for analyzing the time-frequency 
of nonlinear, non-stationary signal, i.e. Hilbert-Huang Transform (HHT), was proposed by 
Norden E. Huang et al in 1996 [13], modified in 1999 [14]. HHT is proved to possess all 
advantages of the wavelet analysis, and its spectral structure is more accurate. Moreover, the 
results with clear physical meaning could be obtained directly from spatial domain. Since the 
EMD, the very core of HHT, was proposed, it has been highly concerned by domestic and 
overseas scholars specializing in such fields as atmospheric sciences, physical oceanography, 
remote sensing, mechanical engineering and life sciences, etc. The method has been widely 
used in such aspects as fault diagnostic testing, noise silencing and multi-scale separation. For 
example, the method is applied by Loutridis et al to test the fault of machine rotor and excellent 
performance is achieved [15]. The EMD method is proved to possess excellent filter properties 
by Flandrin [16]. It is also used by Lin Zhenshan et al to analyze the temperature changes in the 
northern hemisphere over the past 400 years and results in that climate temperature changes 
regularly in different time scale [17]. In this paper, EMD analysis would be performed on RCS 
time series to explore the effective method to extract the eigen. 
 
 
2. Introduction to EMD Principle 

HHT is composed of EMD and Hilbert Transform. In HHT every signal are assumed to 
be composed of several Intrinsic Mode Functions (IMF), in which IMF should meet two 
conditions below: 
Within the entire time course, the number of crossing zero is equivalent to the number of the 
extreme points or differs by one at most.  
Any point on the signal, the means of both the upper envelope and the lower envelope are zero, 
namely, the signals are locally symmetrical along the time axis.  

The EMD approach was proposed by Huang et al to resolve any given signals. This is a 
kind of experience sieving method. Its process is described below: 
As for any given signal X(t), all of the extreme points on X(t) are identified at first, and then 
quadratic spline curve is performed on them to connect all points of maximum values to form the 
upper envelope, and the lower envelope is developed by the same way. The difference of the 
data X(t) and the means m1 of the upper and the lower envelopes is recorded as h1, then it 
shows as follows:  
 

1 1( ) -h X t m  (1) 

 
The residual signal r1 including the elements of the lower order frequency is given in the 
following formula: 
 

1 1( ) -r X t h  (2) 

 
r1 is taken as the new signal. The above sieving steps are repeated on it, until the residual 
signal of the nth order becomes monotonic function and fails to sieve IMF components.  
 

-1 -n n nr r h  (3) 

 
Mathematically, X(t) could be expressed as the sum of N components of IMF and one residual 
item: 
 

1

( ) ( ) ( )
N

j n
j

X t h t r t


   (4) 

 
 
3. Target Recognition Algorithm Based on EMD 

As shown in (4), any signal could be decomposed into a sum of N IMFs and one 
residual item. As for IMF i, mi which represents the number of crossing zero could be calculated, 
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and its normalized instantaneous frequency Fi is defined in the paper to be the ratio of its 
numbers of crossing zero to the length H of the time series, which is expressed as: 

 
/ , 1, 2,3, ,i iF m H i N    (5) 

 
The energy ratio Ei of IMF i is defined as the percentage of the energy ei on the total 

sum of each IMF energy, its expression is as follows: 
 

1

/ 100% , 1,2,3, ,
n

i i j
j

E e e i N


     (6) 

 
The properties of the target RCS frequency could be often divided into two parts, the 

rapidly varying part and the slow one. The latter is determined by the influences of observation 
angle and measurement errors, etc., while the former is related to the changes in the target’s 
conformation, structure and attitude. Taken the actual high-frequency target as an example, the 
energies of the reflected signals from the nose and the wing of a plane are in great difference, a 
tiny change in the target attitude could cause a variance in irradiation area and make RCS 
change by dozens decibels, thus it is seen that the high frequency part of RCS time series 
represents mainly the properties of the target. Accordingly, if two RCS time series are the same 
target, their normalized instantaneous frequencies (defined as Fi and Fi respectively) obtained 
by EMD should be similar on the high frequency. Based on this characteristic, frequency 
threshold D is set in this paper to be the division between high frequency and low frequency of 
IMFs. IMFs are arranged in descending order of the instantaneous frequencies, and they are 
recorded as IMF1,IMF2, ,IMFN . If there is 

 
, 1, 2 , 3, ,jF D j N    (7) 

 
IMF j would be initially selected for recognition. It is assumed that there are M high 

frequencies and their IMF meets (7). In order to reduce the negative effects of high-frequency 
noises, the energy threshold is set as G, if there is 

 
, 1, 2,3, ,jE G j M    (8) 

 
IMF j would be selected as the parameter for recognition, otherwise it would be 

excluded. Suppose if K IMFs meet the requirements and their instantaneous frequencies are 
taken as the eigen frequencies for recognition, the recognition index R would be defined as 
follows： 

 

' '( ) / 100% , , 1,2,3, .j j j jR F F F j K       (9) 

 
  is recognition threshold, which should be often the positive number less than 0.5. If the 
above formula is met, then there is 1iS  , otherwise 0iS  . Therefore, the total recognition 

coefficient S is shown as follows: 
 

1

/ 2
K

k
i

S S K


   (10) 

 
If S is greater than or equal to / 2K , they would be identified to be the same target, 

otherwise the different targets. Figure 1 is the flowchart of the algorithm presented by this paper.  
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Figure 1. The flowchart of the algorithm presented by this paper 
 
 
4.The Analysis of Simulated Data 

At first, simulated data would be used to verify the effectiveness and the stability of the 
algorithm presented by this paper. Shown as Figure 2, RCS Sequence 1 is the curve of a RCS 
value, which changes with time, calculated by radar RCS fluctuation statistical model formula, 
described as Ref. 3. Suppose if there is a fixed radar station on a certain ground and its working 
wavelength is 5cm, a jet levels off in the direction of the radar at 30km away from it, the flight 
height is 3km， the flight speed is 0.5km/s. The sequence length is 212 points and the spent time 
is 32.12 seconds. 

 
 

 
 

Figure 2. RCS Sequence 1 
 
 
EMD is performed on the RCS time series and obtained data is shown as Figure 3. The 

line at the bottom is its envelope information, and IMFs are listed in descending order of the 
normalized instantaneous frequencies. The energy percentage of the normalized instantaneous 
frequencies of each IMF is shown as Table 1. 
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Figure 3. EMD of RCS Sequence 1 
 
 

Table 1. Normalized instantaneous frequencies and energy ratios of Sequence 1 and 2 
IMF 1 2 3 4 5 6 7 8 
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The stability of this algorithm would be analyzed below, it would be considered from two 

aspects, the presence of measurement error and observation time error.  
1) Considering the presence of measurement error  

Even if it is the highly accurate radar equipment, the set of sampled data always 
includes 1%~2%，sometimes even as much as 10%~20% (for example, when the high 
elevation tracking is performed by radar) of the data which deviate severely from the target true 
value because of the comprehensive influences or effects of manifold occasional factors [18]. 
Hence, the extreme value of the data is sometimes caused by measurement error, but not by 
the real extreme point of the data. In order to verify the stability of the algorithm, suppose if 
maximum and minimum values have errors in measurement, five maximum values and five 
minimum values would be excluded and would be replaced with their means of two neighboring 
points. The reformed RCS Sequence is recorded as Sequence 2, as shown in Figure 4. 

EMD is performed on the RCS time series, and the normalized instantaneous 
frequencies of each IMF and the energy percentage are shown as Table 1. It is found that the 
numbers of IMF of RCS Sequence 1 and 2 obtained by EMD are different and two IMFs are 
missing, in the paper the frequency threshold D is taken as 0.1，the energy threshold G is 
5%，the recognition threshold  is 10% (which is applied to all data below and would not be 
repeated later). By calculation four IMFs in Sequence 2 are identified to be the high-frequency 
IMF, but the energies of IMF3 and IMF4 are less than the energy threshold, they could be 
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regarded as high-frequency noises and would be excluded. Sequence 2 relative to the 
recognition index of Sequence 1 R1=1.26%, R2=7.41% are both less than the recognition 
threshold  ，S=2. When S is more than or equal to the half of the recognition index amount 
(K/2=1)，they could be determined to be the same target. Therefore, the algorithm can still work 
when the sequences have abnormal values caused by some measurement errors. 

 
 

 
 

Figure 4. RCS Sequence 2 after the abnormal values are excluded 
 
 

5. Considering the Presence of Observation Time Error 
In order to ensure the successful completion of some tasks, flight vehicles in the military 

field are required to approach the target in the definite direction or direction interval to maximize 
the reduction of RCS and to conceal themselves. In the civil aviation system, the leg which is 
expected to be passed in the flight plan is pre-planned and every leg is a directed flight, so the 
track line of the space target possesses certain predictability. However, the current RCS time 
series obtained by observation and the previous ones have a certain error in time because of a 
tiny change in radar observation time or in the space target attitude. Considering that the 
algorithm should possess a definite stability in the time, the middle section from 51 to 150 points 
is cut off from the sequence with the total length of 212 points and is used as the reference 
sequence, recorded as Sequence 3. Compare it with Sequence 4 which is translational over 
time, then the results are shown as Figure 5. For example, if Sequence 4 makes the translation 
motion by 10 points rightwards relative to Sequence 3, it makes the translational motion by 10% 
relative to the original sequence. 

 
 

 
 

Figure 5. The recognition results of Sequence 4 relative to Sequence 3 
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The ratio 2 /S K of the total recognition coefficients of Sequence 4 relative to Sequence 
3 to its total recognition threshold K/2 is calculated to change with time, shown as the solid line 
in Figure 5. If there is 2 / 1S K  ，the same target would be determined, so it is the correct 
recognition when the solid line is above the dash line. Seen from the above figure, the 
recognition effects of this algorithm is comparatively stable when the overlapping time of these 
two sequences is more than 75% of the total length of the sequences, except for the data 
whose time translation are between 8% and 16%.  
 
 
6. The Analysis of the Data from the Real Test 

The effectiveness and stability of the algorithm presented here would be verified by a 
group of data from the real test in the following. In the actual flight, the high end of the fluctuant 
time spectrum of the airplane’s RCS would be much higher. What is shown as Figure 6 is the 
RCS time series in real test, recorded as Sequence 5, given additionally by Ref. 3, its length is 
217 points and the total time is 2.58 seconds. 

Considering that the algorithm should possess a definite stability in the time, the middle 
section from 51 to 150 points is cut off from Sequence 5 with the total length of 217 points and 
is used as the reference sequence, which is recorded as Sequence 6. Compare it with 
Sequence 7 which is translational over time, and the results are shown as Figure 7. Seen from 
the figure, the longer the overlapping time of these two sequences, which is greater than 70% of 
the sequence’s total length, the better the similarity, the more stable the algorithm. Therefore, 
this algorithm could be concluded to possess a definite stability by the verification of the 
simulated data and the real data. 

 
 

 
 

Figure 6. RCS Sequence 5 
 
 

 
 

Figure 7. The recognition results of Sequence 7 relative to 6 
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In the following a group of data from the real test would be used to illustrate that the 
algorithm possesses the advantages, such as it could reduce some errors in the calculation of 
RCS which are caused by inaccurate evaluation. The data is composed of point track data and 
energy information obtained by the signal detection of a radar system. The RCS  could be 
derived from the monostatic radar propagation equation given by kerr [19], and it is described as 

 
3 4 2 2 2(4 ) /( )r t t r t rP R P G G F F    (11) 

 
In the equation, rP  and tP  are respectively the power of the received signal and of the 

transmitted signal, rG  and tG  are the power gain of the receiving antenna and of the 

transmitting antenna separately;   is the wavelength, tF  is the propagation factor of the 

directional diagram from the transmitting antenna to the target, rF  is the propagation factor of 

the directional diagram from the target to the receiving antenna, and R is the distance from the 
radar to the target. 

The radar equation is performed on real time computation of the RCS of the target, 
resulting in the RCS sequence needed. A pulse Doppler processing is performed on every 30 
pulses, what we got from this forms a point on the sequence of 117 points in total. The target 
fails to be detected when signal to noise ratio is comparatively low, then velocity super-
resolution algorithm would be applied to reconstruct the lost target [20] in order to complement 
the data. The target is the civil airplane which flies in the speed of 0.26 km/s from about 78 km. 
The RCS sequences of the airplanes on the same flight, shown as Figure 8 and Figure 9 
respectively, are obtained by detecting at different time and recorded as Sequence 8 and 
Sequence 9.  

 
 

 
 

Figure 8. RCS Sequence 8

 
 

Figure 9. RCS Sequence 9 
 

 
EMD is performed on these two RCS sequences respectively. Through the results 

shown as Table 2, the recognition index of the data from the real rest is found to be greater than 
the previous data. If the total recognition coefficient meets the equation S=2， the same target 
would be still identified.  

It is known that the radar equation given by kerr is not comprehensive for not reckoning 
in some uncertain radar parameters. Therefore, a certain error would exist in the RCS 
sequences we got. The errors in the computation of RCS caused by these parameters should 
be a fixed value or at most a fluctuating slowly varying function relative to RCS, which would not 
significantly affect the normalized instantaneous frequency on high band extracted by EMD. 
Suppose if the experiment is made under the condition that the other parameters remain the 
same, and the distance from the radar to the target detected is not precise enough to use, then 
the data we obtained is only as follows: 
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Table 2. Data collection of RCS sequences from the real test 
IMF 1 2 3 4 5 

Instantaneous frequency of Sequence 8 0.6686 0.2674 0.1337 0.0622 0.0267 

Instantaneous frequency of Sequence 9 0.6436 0.2348 0.1453 0.0513 0.0256 

Energy percentage (%) of Sequence 8 33.12 44.96 8.38 8.52 5.02 

Energy percentage (%) of Sequence 9 54.85 28.56 6.61 6.55 3.43 

Sequence 9 relative to Sequence 8 R1 R2 R3 S K/2 

 3.74% 12.19% 8.68% 2 1.5 

 
 
As far as Sequence 8 is concerned, 4/ R  is seen as a whole, recorded as Sequence 

10 after the modification. The algorithm is applied to extract the normalized instantaneous 
frequency of Sequence 10. Its results are compared with the original data, shown as Table 3. 
The values of their recognition index, R1, R2 and R3 are very small, and they are in high 
similarity and could be determined to be the same target. Accordingly, the errors in the 
calculation of RCS caused by some inaccurate evaluation of slowly varying parameters could be 
ignored in the algorithm, which would be valuable for the application in engineering practice. 

 
 

Table 3. Experimental data collection by ignoring the distance R 
IMF 1 2 3 4 5 

Instantaneous frequency of Sequence 8 0.6686 0.2674 0.1337 0.0622 0.0267 

Instantaneous frequency of Sequence 10 0.6410 0.2564 0.1282 0.0598 0.0256 

Energy percentage (%) of Sequence 8 33.12 44.96 8.38 8.52 5.02 

Energy percentage (%) of Sequence 10 33．76 44．99 8．56 8．05 4．64 

Modification relative to the original 
sequence 

R1 R2 R3 S K/2 

 4.13% 4.11% 4.11% 3 1.5 

 
 
Finally, in order to verify the effectiveness of the algorithm, three groups of data of 

Sequence 1, 5 and 8 are compared laterally and the data obtained is collected as Table 4. 
Shown as Table 4, Sequence 1, 5 and 8 belong to different types of targets, and the recognition 
index obtained by matching two of them are very great, almost greater than the recognition 
threshold  . All S of theirs are all less than / 2K , so they are recognized as the different targets. 

 
 

Table 4. Recognition parameters collection of Sequence 1,5 ,and 8 
 R1 R2 R3 S K/2 Same Target？ 

8 relative to 1 10.29% 30.02% 34.07% 0 1.5 No 
5 relative to 1 0.46% 17. 98% 22.73% 1 1.5 No 
8 relative to 5 9.88% 14.68% 14.68% 1 1.5 No 

 
 
7. Conclusion 

The paper is the first to propose that EMD is used to analyze RCS time series. The 
effectiveness and stability of the proposed algorithm are verified by a group of simulated data 
and two groups of data from the real test. This algorithm could ignore the errors in the 
calculation of RCS caused by some inaccurate evaluation of slowly varying parameters, which 
is of great significance to explore the ability of the active narrow-band radar to recognize the 
target. 
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