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 Diabetic retinopathy (DR) is a complication of diabetes that cause retinal 

damage; therefore, it is a leading cause of blindness. However, early detection 

of this disease can dramatically reduce the risk of vision loss. The main 

problem of early DR detection is that the manual diagnosis by ophthalmology 

is time-consuming, expensive, and prone to misdiagnosis. Deep learning (DL) 

models have aided in the early diagnosis of DR, and DL is now frequently 

utilized in DR detection and classification. The main issues with classical DL 

models is that they are incapable to quantify the uncertainty in the models, 

thus they are prone to make wrong decisions in complex cases. However, 

Bayesian deep learning (BDL) models have recently evolved as unified 

probabilistic framework to integrate DL and Bayesian models to provides an 

accurate framework to identify all sources of uncertainty in the model. This 

paper introduces BDL and most recent research that used BDL approaches to 

treat diabetic retinopathy are reviewed and discussed. A thorough comparison 

of the existing Bayesian approaches in this topic is also presented. In addition, 

available datasets for the fundus retina, which is often employed in DR, are 

provided and reviewed. 

Keywords: 

Bayesian deep learning 

Diabetic retinopathy 

Markov chain monte carlo 

MC dropout 

Variational inference  

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Halbast Rashid Ismail 

Technical College of Informatics-Akre, Duhok Polytechnic University 

Duhok, Iraq 

E-mail: halbast.rashid@dpu.edu.krd 

 

 

1. INTRODUCTION  

Deep learning (DL) models have attained excellent results in a diversity of problems, in classification 

large-scale images [1], processing of natural language [2], and segmentation of the medical images [3]. 

However, standard approaches are discovered to produce more predictions than necessary, which means they 

are not calibrated correctly [4]. In tasks of classification, for example, a badly calibrated network can put a 

high possibility block over one of classes, even if the expected class is wrong, whilst a classification that well-

calibrated will put a lower possibility block on the unsure classes. Thus, to mitigate these risks several methods 

have been suggested [5]. Among them is the Bayesian model, which offers a rigorous framework for training 

and assessing neural networks that are aware of uncertainty, as well as supporting the development of the 

learning algorithms in general. 

Bayesian deep learning (BDL) provides a pragmatic method to merging modern deep learning models 

with Bayesian probability theory. Instead of providing point estimates for the network weights, BDL offers the 

entire distribution and may quantify their uncertainty. Figure 1 depicts the correspondence between deep learning 

concepts for point estimation neural networks and their counterparts in Bayesian neural networks (BNNs). BDL is 

interested in the development of tools and techniques for quantifying uncertainty when the model is uncertain, and 

provides a probabilistic inference for the problem under study. BDL has already proved its success to play an 

https://creativecommons.org/licenses/by-sa/4.0/
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essential role in applications for example diagnostics medical [6], computer vision [7], applied sciences [8], and 

autonomous driving [9].  

Deep neural networks have also gained popularity in recent years for automatic classification of 

diabetic rretinopathy (DR) [10]. DR is a complication of diabetes that cause retinal damage, and it as non-

proliferative DR (NPDR) or pro liferative DR (PDR) based on the presence or absence of new abnormal vessels. 

NPDR can also be classified as severe, moderate and mild. These levels can be identified based on the risk of their 

development [11]. Figure 2 and Table 1 illustrate the clinical international DR scale [12], where Figures 2(a)-(e) 

illustrate different stages of DR. Recently, the focus of interest has shifted for the classification task to 

developing robust deep learning models, most typically using BDL approaches that approximates the posterior 

distribution of a BNNs in a computationally scalable way. Previous studies have looked at a diversity of topics 

from studying the advantages of model uncertainty estimations [13] to developing computational robust methods 

[14]. Despite the diversity of various studied algorithms [13], the datasets used were benchmark datasets. The 

question of whether these algorithms generalize to clinical datasets remains unanswered. Furthermore, current 

research has mainly concentrated on the classification of DR using binary classifier approaches, namely ‘healthy 

versus any DR' or ‘referable versus non-referable (RDR)'. However, there has been a change toward the five-

class suggested international DR classifier system (PIRC) in clinically oriented methods [15], as given in Table 1. 

The importance of using BDL arises when dealing with image recognition in nonlinear dynamical 

systems [16]. For example, when dealing with medical complex images, the perception from raw images will 

be transformed to multiple layers using simple nonlinear methods. Yet to control the uncertainty in the data 

and the model itself we need a more effective approach, and only BDL can deal with these two hard tasks 

simultaneously. Therefore, BDL models are able to provide a probabilistic framework to manage and quantify 

different uncertainties in the model.  

The remainder of this paper is organized as follows: section 2 provides background of classical and 

Bayesian deep learning methods. The literature review is presented in section 3, while section 4 provides discussion 

and comprehensive comparison on the reviewed papers. Finally, the main conclusions are drawn in section 5. 

 

 

 
 

Figure 1. An illustration of the matching between concepts used in DL for neural networks with point 

estimation and their counterparts in BNNs [17] 

 

 

Table 1. Diabetic retinopathy severity scale. Non-referable DR (R0 and R1) and referable DR (R2, R3, R4) 
Grade Description 

(R0) – ‘No DR’ Indicates that there is no DR. 
(R1) – ‘Mild NPDR’ Only microaneurysms are present. 

(R2) – ‘Moderate NPDR’ Is more than just microaneurysms, but it is not as bad as severe NPDR. 

(R3) – ‘Severe NPDR’ 
One or more of the following; >20 intraretinal hemorrhages Beading of the veins, Microvascular 
anomalies in the intraretinal space. There is no evidence of PDR. 

(R4) – ‘Proliferative DR’ One or both of the following options: Neovascularization, Pre-retinal/vitreous. 
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Figure 2. Different stages of DR: (a) no DR, (b) mild, (c) moderate, (d) severe, and (e) PDR  

 

 

2. BACKGROUND 

2.1.  Datasets  

There are several publicly available Retinal image datasets that can be obtained. These datasets are widely 

used by researchers to develop DL models and to use for comparing different diabetic retinopathy classification 

techniques. The common available datasets are EyePACS [18], DDR [19], DIARETDB [20], STARE [21], 

Messidor [22], RFMiD [23], and APTOS [24], HEIMED [25], e-ophtha [26], ROC [27] and DRIVE [28]. In 

most recent studies some private datasets are also leveraged to improve the accuracy of pre trained models 

[29]. Table 2 illustrates an overview of all open-source datasets of DR [30]. 

 

 

Table 2. Details of diabetic retinopathy datasets 
Dataset Image Count Image Size (px) 

EyePACS from kaggle 2015 [19] 88,702 (433×289) to (5,185×3,456) 

DDR [20] 13,673 Varies 
ODIR [31] 10,000 - 

APTOS 2019 [25] 3,660 Varies 

RFMiD [24] 3,200 (2,144×1,424) 

Messidor [23] 1,200 (1,440×960) to (2,304×1,536) 24-bit 

Messidor-2 [23] 1,784 (1,440×960) to (2,304×1,536) 24-bit 

IDRiD [32] 516 (4,288×2,848) 

DIARETDB0 [21] 130 (1,500×1,152) 24-bit 

DRIVE [29] 40 (565×584) 24-bit 

DIARETDB1 [33] 89 (1,500×152) 24-bit 

 

 

2.2.  Deep learning 

Deep learning is a branch of machine learning based on artificial neural networks with multiple hidden 

layers [34]. It can be used as supervised or unsupervised learning, and it provides results more accurate than 

traditional machine learning algorithms. The rapid development of DL methods in different fields of science 

showed its successful due to advances in available hardware and software algorithms and the large data sets 

availability [35]. DL can learn to extract features of data during training and then incorporate this knowledge 

into the neural network's parameters in the form of weights and biases. DL models come with various types of 

architectures [35], including recurrent neural networks (RNN), convolution neural networks (CNN), deep 

belief networks (DBN), long short-term memory (LSTM), deep stacking networks (DSN). Here we mainly 

focus on the CNN model as it plays a significant role in the field of medical imaging [36]. A CNN is a type of 

image processing architecture in which different layers execute different functions as needed. The convolution 

layer is used to create pattern identification filters, while the Relu layer is used to normalize image values to 

be in a positive vector. The flatten and fully connected layers are the next layers, where the flatten turns the 2d 

array into a 1d array, which is thereafter transferred to the fully connected (FC) layers, in which it works 

similarly as an artificial neural network. Many different CNN architectures have been developed over the years, 

some of most common architectures exist LaNet, EffcientNet, VGGNet, ResNet and others [37]. CNNs are 

utilized in various ML applications, such as computer vision, video processing, time series prediction, and 

natural language processing (NLP), in addition to being the most prevalent approach to images processing [38]. 

Recently, CNN has achieved popularity in Bayesian DL, and it has been used in various applications, including 

medical imaging [39], text identification [40], and studies of genome [41]. Figure 3 demonstrates the CNNs 

model's basic architecture. 
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Figure 3. Basic architecture of the CNNs model 

 

 

2.3.  Bayesian deep learning  

BDL denotes to probabilistic DL, which primarily relies on the Bayes theorem. In Bayesian 

techniques, the likelihood of the data and prior "expert" knowledge are used to create posterior distributions, 

which can indicate various levels of modal uncertainty [42]. It is noteworthy that there is another phrase used 

in the literature is Bayesian neural networks (BNN). Bayesian processing for neural networks (NN) is a public 

subject of utilizing Bayesian techniques in NN models where by Bayesian inference is utilized for fine-tuning 

activation functions and weights by using Bayesian optimization inference. On the other hand, to address 

various types of model uncertainties, BDL is concerned with determining the posterior distribution of weights. 

BDL has several benefits over classical DL [43]. Any shape of probabilistic distributions like Gaussian, beta, 

gamma or exponential can take the likelihood and prior distributions. Figure 4 illustrates the difference between 

classical and Bayesian NNs. 

 

 

  
 

Figure 4. Standard neural network (left) and Bayesian neural network (right) [42] 

 

 

There are two types of uncertainty that BDL can handle in general: Aleatoric uncertainty and epistemic 

uncertainty [44] see Figure 5. Aleatoric uncertainty is the type of complicated uncertainty in data "known as 

data uncertainty" that causes uncertainty in predictions [45]. This kind of uncertainty isn't a characteristic of 

the model, or rather is ingrained property of the data distribution; hence, it is irreducible. On the other hand, 

Epistemic uncertainty (as well-known as knowledge uncertainty) results from insufficient knowledge in the 

model framework. Epistemic uncertainty is manageable, and the Bayesian approach is an effective means of 

handling this kind of uncertainty without overfitting [42]. Seeking to quantify epistemic uncertainty, one can 

select different models to respond various questions in model-based prediction. 

 

 

 
 

Figure 5. A graph shows the key distinctions between epistemic and aleatoric uncertainty [45] 
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2.3.1. Bayesian modelling  

Given the inputs of training x = {𝑥1, … , 𝑥𝑛} and their associated outputs 𝑦 = {𝑦1, … , 𝑦𝑛} in regression 

of Bayesian (parametric), one can find the parameters w in the function𝑦 = 𝑓𝑤(x) hat are most likely to have 

produced our outcomes can be identified. Which parameters are most probably to have created our data? Using 

Bayesian method, we will place some prior distributions over parameters space, p(w). As a result of our prior 

belief, this distribution describes which parameters might have created our data before we notice any points of 

data [46]. This distribution will be changed when some data is observed to represent the most and less probable 

parameters based on the observed data points. In order this, also need to determine a distribution of likelihood 

𝑝(𝑦|x, 𝑤) A probability model that generates the outputs from the inputs given some parameter settings w. For 

multi-classification tasks, we may suppose a function of softmax [47], as follows: 
 

𝑝(𝑦 = 𝑑 ∣ x, 𝑤) =
exp(f𝑤(x))

∑  𝑑 exp (f𝑤(x))
 (1) 

 

or Gaussian likelihood for regression as shown in (2): 
 

𝑝(y ∣ x, 𝑤) = 𝒩(y; f𝑤(x), 𝜏−1𝐼) (2) 
 

with the precision of modelτ. This might be considered a model output corruption due to variance and 

observation noise𝜏−1. 

In (3), We then use Bayes' theorem to find the posterior distribution across the space of parameters 

given data (X, Y): 
 

𝑝(𝑤 ∣ X, Y) =
𝑝(Y∣X,𝑤)𝑝(𝑤)

𝑝(Y∣X)
 (3) 

 

given our observed data, this distribution depicts the most potential function parameters. By integrating, we 

may use it to predict the outcome for a new input point x* as shown in (4), 
 

𝑝(y∗ ∣ x∗, X, Y) = ∫ 𝑝(y∗ ∣ x∗, 𝑤)𝑝(𝑤 ∣ X, Y)d𝑤 (4) 
 

we refer to this process as inference. 

In (5), the normalizer, also known as model evidence, is a crucial element in posterior evaluation:  
 

𝑝(Y ∣ X) = ∫ 𝑝(Y ∣ X, 𝑤)𝑝(𝑤)d𝑤 (5) 
 

due to the difficulty of computing the evidence (integrals), calculating the posterior of Bayesian and sampling 

from it are typically obstinate. Instead, one of the following Bayesian inference techniques are generally used 

[45] to integrate the above posterior distribution: 

A. Markov chain Monte Carlo 

Markov chain Monte Carlo (MCMC) [48] is an effective sampling methods in Bayesian inference. It starts 

by taking a randomly drawn value 𝑍𝑡 from the distribution 𝑝(𝑍𝑡|𝐱). Then, a random transition applies as (6): 
 

𝑍𝑡 ∼ g(𝑍𝑡 ∣ 𝑍𝑡−1, 𝐱) (6) 
 

this transition factor is selected and reiterated T times and the result is random variable that converges in the 

distribution to the precise posterior. However, in DL models, the big volume of data and sheer size of model 

parameters make the use of MCMC techniques too slow to be used [49]. The number of iterations needed to obtain 

convergence increases dramatically when the dimension is huge since each iteration of the algorithm initially requires 

accessing all the data. For this reason, researchers use one of the following approximation methods.  

B. Variational inference (VI) 

An approximation technique known as "variational inference" builds the posterior distribution over 

BNN weights. The Bayesian inference problem is viewed by VI-based techniques as an optimization problem 

that is utilized to train deep neural networks by the stochastic gradient descant (SGD) Figure 6 summarizes 

different VI techniques for BNNs [50]. 

For Bayesian neural networks, the aim of VI-based techniques is to approximation posterior distributions 

on the weights of the neural networks [45]. To attain this can be described the loss function as follows: 
 

ℒ(Φ) ≈
1

2|𝐷|
∑  

|𝐷|
𝑖=1 ℒ𝑅(𝑦(𝑖), 𝐱(𝑖)) +

1

|𝐷|
𝐾𝐿(𝑞𝜙(𝑤) ∥ 𝑝(𝑤)), (7) 

 

where |D| denotes the number of samples, and KL is a Kullback Leibler divergence, which may be used to 

measure the difference between two probability distributions. 
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Figure 6. Summarize different variational inference approaches for BDL. Remark that weight sharing (mean-

field assumption+dramatic reduction) was added based on the approach proposed in [50] 

 

 

C. MC-dropout 

MC dropout is a prevalent "free lunch" technique in medical imaging for approximate Bayesian 

computations (ABC). Its appeal is to uncertainty quantification in NNs and solves the challenging problems of 

ABC, falls within the VI framework; and suggests a multimodal accurate predictive posterior. Estimation of 

the posterior distribution is the major drawback of the Bayesian networks. It is intractable, in most scenarios. 

However, Gal and Ghahramani [51] displayed that numerous forward passes can be made while dropout is 

setting in order to estimate the posterior distribution for a single input (it is noted that, in a frequentist setting, 

dropout is only applied in training time to beat over-fitting). Dropout-induced randomness can assist us in 

approximating the posterior distribution with the least amount of statistical difficulty. 

 

 

3. LITERATURE REVIEW  

In recent, several studies on BDL and uncertainty awareness have been performed in models that are 

applied to the different public datasets for diabetic retinopathy. For example, Garifullin et al. [52] proposed a 

Bayesian baseline for the DR lesion segmentation that allows the model calibration, analysis of segmentation 

distributions and prediction uncertainty. Furthermore, the challenges regarding the uncertainty quantification and 

deep probabilistic model are presented. The weak point and problem of this work is the low sensitivity of the model 

segmentation, they experimented with many loss functions for this problem. However, they did not achieve the 

required results for the proposed baseline method, which achieved the PR-AUC of 0.483 for microaneurysms, 0.84 

for hard exudates, 0.593 for hemorrhages and 0.641 for soft exudates on a dataset of IDRiD. In another study by 

Jaskari et al. [53], they explored the benefits of estimating uncertainty for a clinical dataset of Finland hospital with 

other publicly available datasets. They applied several different approximations of Bayesian methods that widely 

used recently. In addition, they proposed a novel uncertainty measure risk-based classier. This improves distribution 

uncertainty performance on the EyePACS dataset and the Finland Hospital dataset. The strength of this study comes 

from applying Bayesian approximate methods on different datasets and comparing their performance.  

Krishnan et al. [54] proposed the MOPED method which is (model priors with empirical Bayes using 

DNN) for selecting informed weight prior comprising two stages. Firstly, find the maximum-likelihood estimates 

for weights by using DNN and then setting up the weight prior using empirical Bayes technique to conclude the 

posterior with VI. The strength of this paper emerges when the proposed method was compared with deep model 

ensembles and another Bayesian method by using multiple different DL architectures and medical and non-medical 

datasets. The suggested method demonstrates superior improvement in the performance for accuracy of 0.937 and 

AUC of 0.912. Following the previous study, the same authors Krishnan et al. [55] evaluated the recently proposed 

MOPED method for BDL benchmarking framework. They have benchmarked MOPED with mean-field VI on a 

real-world DR diagnosis task and compared it with the latest BDL methods. They showed that the MOPED method 

provides reliable uncertainty estimations while outperforming the latest methods, offering a novel strong baseline 

for the community of BDL to contrast complex real-world tasks including larger models. 

Singh et al. [56] conducted an uncertainty analysis of a DL model for the diagnosis of 4 retinal 

diseases, using images from a publicly available OCTID dataset. At the test time, MC-dropout was employed 

to build parameters distribution, and the predictions approximated the predictive posterior of a Bayesian model. 

According to their information, explained this is one of the first studies of its sort and the use of both uncertainty 

and explanation has effects on accepting DL models. Both artificial intelligence researchers and the clinical 

community will benefit from this, which is considered the paper's strengths point. In another work, Band et al. [57] 

presented DR detection benchmarking tasks for Bayesian deep learning. They evaluated well-established and 
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state-of-the-art non-Bayesian and Bayesian methods on a group of task-specific performance and reliability 

metrics. This study's strength comes from using several Bayesian inference methods (MFVI, SFVI, MC-

dropout, MAP and deep ensemble) applied to two large types of retinal datasets EyePACS and APTOS. Also 

provided implementations of all benchmark methods, as well as results calculated over 20 GPU days, 100 TPU 

days, 400 hyper-parameters configurations and at least an evaluation on 6 random seeds for each. 

Ahsan et al. [58] proposed a hybrid model for the problem of DR classification that jointly handles 

uncertainty problem and is also able to learn from unlabeled data. In particular, their proposed framework has two 

main components: the Bayesian convolutional neural network (BCNN) model having Monte-Carlo dropout, which 

is used as a feature descriptor, and an active learning (AL) component. BCNN reduced the uncertainty of the 

prediction, while the AL module enables learning from unlabeled data. They concluded that their proposed model 

outperformed state-of-the-art performance in terms of different metrics. In another study by Akbar and 

Midhunchakkaravarthy [59] designed a novel filtered-based segmentation framework and implemented on the large 

diabetic retinopathy feature space. In this work, they designed and implemented the proposed model in several phase. 

First, for fundus training to detection the shape and statistical analysis for classify disease severity, a new 

mathematical filter used, second to find essential features for problem of classification they applied deep CNN on 

filtered data. In DL phase, to filter these essential features in each training image for problem of classification the 

C3D pre trained framework used. At last, in classification phase, to train the features of C3D for disease class 

prediction a nonlinear hybrid Bayesian SVM classifier is used. Experimental results confirmed that the suggested 

filtered segmentation-based Bayesian DNN has better runtime and accuracy than the conventional models on 

different DR datasets. Despite these strengths point, details of Bayesian method that used were not given.  

Kwon et al. [60] proposed a new way of quantification uncertainty in classification using Bayesian 

neural network models. Presented the proposed method using two medical datasets, ISLES and DRIVE. The 

proposed method applied variational inference as a Bayesian approximate method for uncertainty 

quantification. The suggested method has some advantages over the existing method in that it is numerically 

stable and expresses the inherent variability in terms of the outcome's underlying distribution. In Ayhan et al. [61] 

presented an intuitive framework based on the augmentation of test time data for quantifying the uncertainty of 

the latest DNN for DR diagnosing applied (TTAUG) to the case of DR detection, a diagnostic task that is well 

under 80 stood, for which demonstrated high-performance of DNNs. The proposed framework used a non-

Bayesian ensemble approach to quantify uncertainty in DNNs. The results obtained showed that the derivative 

uncertainty scale is okay-calibrated and experienced clinicians also discover cases with uncertain diagnoses 

problematic to assess. Singh [62] applied a Bayesian method to optimize and implement different deep learning 

models to complete DL with Bayesian thought. The proposed BDL approach outperformed existing methods of 

prediction and diagnosis and demonstrated high precision. With over 98% accuracy, one prototype and two data 

sets were used for predictions and clinical diagnoses for diabetes and cancer. A weakness of this paper is that no 

details are given about the Bayesian methods used and no details of datasets that were used. 

Toledo-Cortés et al. [63] introduced a hybrid deep learning-Gaussian process method for binary 

classification tasks and uncertainty quantification. The proposed method used Radial Basis Function as an 

approximation for uncertainty quantification. The strength of this study comes from applying the DLGP-DR method 

in two different datasets Messidor-2 and EyePACS for DR and comparing the performance of the proposed method 

with other studies. According to the authors, their results outperformed other studies, which demonstrated that 

quantification of uncertainty in the prediction improves its interpretability as a diagnostic support tool by enhancing 

its interpretation. In another study by Filos et al. [64], a new benchmark for the deep Bayesian models is presented 

using an application of real-world medical imaging in diagnosing DR. They applied different Bayesian techniques 

such as MC-dropout and MFVI with two different datasets (APTOS and EyePACS) that commonly used for DR. 

Comparing the performance of the methods used, it appears that MC-dropout outperformed other methods. 

Farquhar et al. [65] proposed the Radial Bayesian neural network that identifies a simple approximates 

posterior distribution in a hyper spherical space. The proposed method avoids a sampling problem in MFVI 

brought on by multivariate Gaussians' so-called "soap-bubble" disease. The strong point of this study is that 

the radial Bayesian neural network outperformed by a wide margin MFVI, and even outperform deep ensemble 

and MC-dropout models. Toledo-Cortés et al. [66] presented a Deep Probabilistic Learning Ordinal Regression 

model for the diagnosis of medical images. An evaluation of the method was conducted on two various medical 

image analysis tasks: the diagnosis of prostate cancer and the estimation of diabetic retinopathy grade on the 

fundus image. Used the radial basis function as an approximation for uncertainty quantification. They provided 

the details of all methods used in the two tasks. The suggested method Improves the performance of diagnosis 

on both tasks, as well as interpretability of outcomes by quantifying prediction uncertainty compared to 

regression architectures and conventional deep classification. These considered the strengths point of the paper. 

Lim et al. [67] proposed to use stochastic batch normalization to compute uncertainty estimations of the DL 

system’s prediction. They evaluated the effectiveness of utilizing such estimations in a real-life application for 

the checking of DR. 
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4. DISCUSSION  

Table 3 illustrates a summary of the studies reviewed that applied BDL methods to diabetic 

retinopathy disease. As we noted in Table 3, different Bayesian techniques were used for different purposes 

with different model structures. For example, in [60] the VI and variational dropout technique were used for 

the classification of the (DRIVE) retinal image dataset. Their findings showed that the proposed uncertainty 

quantification method can be extended to the different functional shapes of variational densities. It can be used 

for general Bayesian learning using MCMC sampling method, rather than VI as an approximation method. 

Similarly, [52] used variational dropout but for DR image segmentation using Dense-FCN. In addition, [55] 

and [58] used the MC dropout technique, while in [55] it is used to diagnose retinal diseases, including diabetic 

retinopathy. Their results showed that the uncertainty threshold was successful in improving the performance 

of the model. The use of both uncertainty and interpretability has implications in deep learning models 

acceptance. However, used BDL for binary and multi class classification images based on CNN model [58]. 

Their model for binary and multi class classification achieved an accuracy of 92%, and they suggested using 

other methods instead of MC-dropout such as variational inference. Such methods approximate the posterior-

distribution by reducing the KL-divergence between the two distributions that can be investigated for DR 

classification task, especially in multi classification.  

Furthermore, used several Bayesian techniques like MC dropout, MFVI, deep ensemble and GVI for 

classification of DR using the CNN model [53]. Whereas, they used another method which is radial BNN and radial 

ensemble using VGG-16 architecture for classification [65]. They identified an issue with sampling during MFVI 

failures, and they showed that their Radial BNN performs better than MFVI and even MC dropout by a significant 

margin. Furthermore, used several methods such as (MAP, FSVI, MC-dropout, deep ensemble, MFVI and 

RADIALMFVI) for DR detection benchmarking tasks for Bayesian deep learning using ResNet architecture [57]. 

Used MOPED MFVI in different datasets including DR dataset for diagnoses of DR using several architectures such 

as VGG, ResNet, SCNN and LeNet [56]. Their results provided support for the proposed approach, and provided 

better performance of the model and reliable estimates of uncertainty in real-world tasks with large-scale complex 

models. Finally, we noted that the use of BDL is i[ncreasing, especially with the medical images because it can 

obtain results with high accuracy while taking the model uncertainty into consideration. We also noticed that MCMC 

was not used in the reviewed studies, and the most common methods used were MC-dropout and MFVI. This is 

because while MCMC is quite effective in Bayesian inference, it is time consuming compared to other approximation 

methods, particularly for DL models with thousands or even millions of parameters. 
 
 

Table 3. Summary of some recent work that used BDL for diabetic retinopathy 
Reference Year Datasets used Bayesian technique Purpose DL Model 

Filos et al. [64] 2019 
EyePACS from 

Kaggle APTOS 
MC-dropout, MFVI Classification VGG 

Krishnan et al. [55] 2019 
EyePACS from 

Kaggle 
MOPED-MFVI Diagnosis of DR VGG 

Band et al. [57] 2020 
APTOS and EyePACS 

From Kaggle 

MAP, FSVI, MC-dropout, Deep 
ensemble, MFVI and 

RADIALMFVI 

Classification ResNet-50 

Akbar and 
Midhunchakkaravarthy 

[59] 

2020 
EyePACS from 

Kaggle 
Unknown Image segmentation 

CNN,C3D and 
BSVM 

Kwon et al. [60] 2020 DRIVE VI and variational dropout Classification CNN 

Farquhar et al. [65] 2020 
EyePACS from 

Kaggle 

Radial BNN and Radial 

Ensemble 
Classification VGG-16 

Ahsan et al. [58] 2020 APTOS MC dropout 
Binary and multi 

classification of DR 
CNN 

Ayhan et al. [61] 2020 
EyePACS from 

Kaggle and IDRiD 
Ensemble Detection of DR ResNet 

Toledo-Cortés et al. [63] 2020 
EyePACS from 

Kaggle and 

Messidor-2 

Radial Basis Function (RBF) Classification 
DL-GP using 

CNN 

Krishnan et al. [54] 2020 
EyePACS from 

Kaggle 
MOPED_MFVI Diagnosis of DR 

Resnet-20, 
SCNN 

LeNeT, VGG 
for DR 

Toledo-Cortés et al. [66] 2022 
EyePACS from 

Kaggle 
RBF Classification 

DQOR using 

CNN 
Garifullin et al. [52]  2021 IDRiD Variational dropout Image Segmentation Dense-FCN 

Singh et al. [56] 2021 OCTID MC dropout Diagnosis DR CNN 

Jaskari et al. [53] 2022 

EyePACS, KSSHP, 

Messidor-2 and 

APTOS 

MC dropout, MFVI, Deep 
ensemble, GVI and radial BNN 

Classification CNN 
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5. CONCLUSION  

Globally, DR is one of the major causes of blindness, and early detection of DR and timely treatment 

is critical to reduce the incidence of loss vision. DL methods provides better performance in early detection of 

DR, and they have been used widely in DR detection and classification. However, despite their widespread 

use, classical DL models are incapable to quantify the uncertainty in the models, thus they are prone to make 

wrong decisions in complex cases. Therefore, in recent years, Bayesian DL were developed to provides an 

accurate framework to identify all uncertainties in the model. This paper reviewed the most published work 

that applied BDL methods in DR disease. In addition, the most popular Bayesian inference methods in DL 

were presented, such us MC-dropout, MCMC and variational Inference. We conclude that the use of BDL is 

increasing, especially with medical images. This is because BDL can obtain results with high accuracy, while 

quantifying the model uncertainty. Thus, BDL are very useful due to its ability to deal with the two types of 

uncertainty: (Aleatoric and Epistemic). In the future, we will apply BDL to other medical problems using 

different prior distributions. 
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