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 Agriculture constantly faces various challenges including attacks from new 

pests and insects. With large farm sizes and plummeting manpower in the 

agricultural sector, it becomes challenging to continuously monitor crops for 

pest infestation. In this research paper, a specific type of pest attack known as 

the white fly attack has been investigated which affects a variety of crops. 

This paper presents four different approaches for automated classification of 

whiteflies which are the Bayesian network, convolution neural network 

(CNN), ResNet and multi-instance learning-CNN. A comparative analysis 

with conventional machine learning and deep learning techniques has also 

been presented. The performance of the proposed technique has been 

evaluated in terms of the classification accuracy. The experimental results 

obtained show that the proposed technique attains a classification accuracy of 

95.53%, 96.9%, 97.6%, and 98.13% for the four models respectively. A 

comparative analysis in terms of accuracy of classificaiton, with existing 

techniques shows that the proposed technique outperforms baseline deep 

learning models identifying whitefly infestation. 
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1. INTRODUCTION  

The domain of agriculture has been witnessing major advancements and transformations in the recent 

times. The changes can be attributed to increasing farm sizes, crop concentration, and rapid technical 

advancements [1]. With growing population and increase in demands, better techniques of crop management 

and handling have become the need of hour [2]. With the advancements in the field of image processing, 

computer vision and machine learning, automated applications are being developed for agricultural 

applications [3]. One such critically important application of computer vision and machine learning is the 

automated detection of pests, which if not detectected early may cause huge damage to crops [4]. Moreover, 

early detection is necessary as most of the pests have a very short reproduction cycle thereby multiplying 

rapidly [5], [6]. One such pest exhibiting a menacing effect on a variety of crops is the whitefly. The whitefly 

is also known as (Bemisiatabaci) is one of the most common types of pests which can spread plant-based 

diseases and can travel relatively large distances and can infest crops such as cotton, rice, cauliflower, pumpkin, 

cabbage, and soybean [7].  

It spreads and multiples very quickly necessitating swift action in the absence of which the crop decays 

very rapidly thereby resulting in huge losses. Indiscriminate use of pesticides not only adversely affects the 

crops and the yield, but is also hazardous for human consumption. Hence, mechanisms for detection of early 

infestations by white flies and nymphs are of critical importance [8]. Several computer visison and machine 

https://creativecommons.org/licenses/by-sa/4.0/


Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

A multi-instance learning based approach for whitefly pest detection (Lal Chand) 

1051 

learning based apprapches have been developed to detect pests accurately at early stages, though generalized 

models have not been successful as different pests have different image features thereby needing separate data 

sets to train a machine learning algorithm to yield high accuracy of classification [9]. A typical plant leaf 

sample from the prepared dataset, infested by white flies is depicted in Figure 1. 

 

 

 
 

Figure 1. A typical infestation of white flies 

 

 

There are several challenges pertaining to the automated classification of pests using images captured 

by by drones or unmanned aerial vehicles (UAVS). Typically, such images are highly prone to noise and 

disturbance effects which can adversely affect the classification accuracy of the machine learning or deep 

learning algorithm [10], [11]. Aerial imaging through UAVs often suffer from degradations in the captured 

images due to insufficient pixels capyured for image recreating and/or blurring effects due to the motion of the 

caturing device [12]. The most coomonly used machine learning/deep learing model which is employed for 

crop-pest classification happens to be the convolutional neural neywork and its variants [13]. Apart from the 

vanishing gradint and overfitting challenges, approaches such as featue fusion or feature pyramid networks 

(MFPN) tend to suffer from the problem of relatively lesser accuracy through a single forward pass through 

the convolutional neural network (CNN) architecture [14]. The feature fusion approaches using CNN may 

prove to be efficient provided a powerful graphics processing unit (GPU) but may be extremely 

computationally expensive employing region-based descriptor matching [15]. The other major challenge with 

automated pest detection happens to be the fact that small pests often remain undetected due to information 

loss during the network training stage [16]. Moreover, visual similarity leads to erroneous classification amomg 

various categories of pests [17]. Moreover, a similar pipeline of feature extractors, followed by high 

dimensional spatial representation and classification, such as CNN, region-based CNN (RCNN), and Yolo. 

have the limitation of not controlling the feature extraction stage but differing only in the baseline structure, 

loss function and training [18]. 

This paper investigates the commonly used techniques for pest detection and comes up with a multi-

instance learning based approach for automated detection of whitefly pests. The rest of the paper is organized 

as: section 2 discusses the need for data pre-processing and feature extraction process. Section 3 discusses in 

detail the proposed method pertaining to the machine learning and deep learning classifiers designed. Section 

4 presents and explains the experimental results in detail. Section 5 presents the concluding remarks and 

directions for future research. 

 

 

2. DATA PRE-PROCESSING AND FEATURE EXTRACTION 

In this work, whiteflies are to be detected which are extremely small in size and often bear 

resemblance in colour to the veins of the leaves of plants which they harbour. Noise effects may hinder the 

process of separate feature extraction in case of machine learning algorithms or one-shot learning in case of 

deep learning algorithms. Hence, image pre-processing and noise removal prior to the feature extraction stage 

play a crucial role. 

 

2.1.  Image pre-processing 

One of the most effective and commonly used techniques which acts as an effective denoising tool for 

images is the discrete wavelet transform (DWT) [19]. The wavelet transform can be thought of as a combination 

of high pass and low pass filtering techniques. 

 

 𝐹(𝑛)
𝐷𝑊𝑇
→  𝑍𝐿𝑃𝐹 , 𝑍𝐻𝑃𝐹 (1) 
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Here,  

- 𝐷𝑊𝑇represents the discrete wavelet transform operator. 

- 𝑍𝐿𝑃𝐹are the low pass filtered co-efficient values.  

- 𝑍𝐻𝑃𝐹are the high pass filtered co-efficient values [20]. 

Typically, the high pass co-efficient values contain the fluctuations and the low pass components 

contain the original information of the image [21]. The decomposition of the images using wavelet transform 

can be done as a decomposition tree in which each decomposition level would yield the approximate co-

efficient values, the detailed co-efficient values, the horizontal co-efficient values and the vertical co-efficient 

values [22], [23]. Thus the image in the spatial domain would be converted to the wavelet domain co-efficients 

as [24]. 

 

𝐹(𝑥, 𝑦)
𝐷𝑊𝑇2
→   𝐶𝐴, 𝐶𝐷, 𝐶𝐻 , 𝐶𝑉 (2) 

 

Here,  

- 𝐶𝐴 represents the approximate co-efficient values. 

- 𝐶𝐷 represents the detailed co-efficient values. 

- 𝐶𝑉 represents the vertical co-efficient values. 

- 𝐶𝐻 represents the horizontal co-efficient values. 

- 𝐷𝑊𝑇2 represents the discrete wavelet transform on two-dimensional image data. 

 

2.2.  Feature extraction 

Feature selection plays a critically important role prior to training an automated classifier [25]. The 

gray-level co-occurrence matrix (GLCM) based attributes or features which have been calculated to train the 

machine learning model in the proposed work are [26], [27]. 

- Mean or average: 

 

𝑀𝑒𝑎𝑛 (𝜇) =
1

𝑁
∑ 𝑓𝑖𝑋𝑖
𝑁
𝑖  (3) 

 

- Standard deviation: 

 

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 (𝜎) = √
1

𝑁
∑ (𝑋𝑖 − 𝜇)

2𝑁
𝑖  (4) 

 

- Variance: 

 

𝑣𝑎𝑟 = 𝜎2 (5) 

 

- Skewness. 

 

𝑠𝑘𝑒𝑤𝑛𝑒𝑠𝑠 =
∑ (𝑋𝑖−𝜇)

3𝑁
𝑖

(𝑁−1)𝜎3
 (6) 

 

- Kurtosis: 

 

𝐾𝑢𝑟𝑡𝑜𝑠𝑖𝑠 = 𝐸[(
𝑋−𝜇

𝜎
)
4

] (7) 

 

- Energy: 

 

𝐸𝑛𝑒𝑟𝑔𝑦 = ∑ |𝑝𝑖,𝑗|
2𝑁

𝑖,𝑗  (8) 

 

- Contrast: 

 

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = √
1

𝑚𝑛
∑ [𝑋(𝑖, 𝑗) − 𝑀𝑒𝑎𝑛(𝑖, 𝑗)]2𝑚,𝑛
𝑖,𝑗  (9) 
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- Entropy: 

 

𝐸 = −𝑃(𝐼𝑥,𝑦)𝑙𝑜𝑔2𝐼𝑥,𝑦 (10) 

 

- Homogeneity: 

 

𝐻 = ∑
𝑃𝐼,𝐽

1−[𝑖−𝑗]2
𝑚,𝑛
𝑖,𝑗  (11) 

 

- Correlation: 

 

𝐶𝑜𝑟𝑟𝑖,𝑗 = ∑
(𝑖−𝑢𝑥)(𝑗−𝜇𝑗)𝑃𝑗𝑥,𝑦

𝜎𝑥𝜎𝑦

𝑚,𝑛
𝑖,𝑗  (12) 

 

- Inverse difference moment: it is defined as: 

 

𝐼𝐷𝑀 = ∑
1

1+(𝑖−𝑗)2
𝑚,𝑛
𝑖,𝑗 𝑝𝑖,𝑗 (13) 

 

- The GLCM normalizing factor for the features of the image is calculated as [28]. 

 

𝑁 =
𝑋𝑖,𝑗

∑ ∑ ∗𝑋𝑖,𝑗
𝑛−1
𝑗=0

𝑚−1
𝑖=0

 (14) 

 

Root mean square Value (rms): It is often computed as metric corresponding to squared averages or means. It 

is computed as (15). 

 

𝑟𝑚𝑠 = √
∑ 𝑋𝑖
𝑛
𝑖=1

𝑛
 (15) 

 

Here, 

- 𝑋𝑖 denotes the instantaneous value associated with X. 

- 𝐼𝑥,𝑦  denotes the two dimensional image, a function of (𝑥, 𝑦). 

- 𝑚, 𝑛 denotes pixel values along the x and y axes respectively. 

- 𝑚𝑒𝑎𝑛 denotes the average illuminance pertaining to the image under observation. 

- 𝑋 denote samples belonging to the set. 

- 𝑓 demotes values belonging to the the frequency function in the set. 

- 𝑁 denotes the totallevels corresponding to the normalized GLCM matrix. 

- 𝑝𝑖,𝑗 denotes the normalized GLCM matrix 

- 𝑃𝑗 denotes the conditional/joint propbability of events. 

- 𝑃 denotes probability of a distinct event. 

Based on the extracted features, different classification techniques can be employed [29]. Analyzing 

the latest benchmark techniques reveal that the most commonly used and effective techniques employ machine 

learning [30], [31]. Some of the most common machine learning techniques happen to be support vector 

machine (SVM), artificial neural networks (ANN), deep neural networks (DNNs), different variations of neural 

networks and deep learning, fuzzy logic, and adaptive neuro fuzzy inference systems [32], [33]. 

 

 

3. PROPOSED METHOD 

The proposed appraoch investigates the effectiveness of both machine learning as well as deep 

learning-based approaches for automated detection of whitefly pests. The machine learning approach 

developed is the feature extraction followed by classification using the Bayesian network, while the deep 

learning approaches investigated in the paper are the CNN and ResNet. Further, in the proposed work, a multi-

instance learning (MIL) based approach has been designed for classification of samples as infested or non-

infested leaf. A comparative analysis has also been carried outamong the feature extraction-machine learning 

and deep learning-based approaches in terms of classification accuracy. 
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3.1.  Machine learning and deep learning models for classfication 

While in machine learning, the features of the dataset are handpicked and computed prior to feeding 

them to a neural network, the deep learning algorithm is different in the sense that it doesn’t require separate 

feature extraction followed by learning [34], [35]. The machine learning algorithm used in this paper is the 

deep Bayes Net which works on the principle of Bayes theorem of conditional probability [36]. The weights 

of the nnrtwork are updated such that the condition for maximization is satisfied of a new sample bearning a 

conditional probability defined as [37]. 

 

𝑃 (
𝑋

𝑋𝑖,𝑘1,𝑘2,𝑀
) =

𝑃(
𝑋𝑖

𝑋,𝑘2,𝑀
)𝑃(

𝑋𝑖
𝑘1,𝑀

)

𝑃(
𝑋

𝑘1,𝑘2,𝑀
)

 (16) 

Here, 

- 𝑃 denotes the probability of occurrence of an event. 

- 𝑋𝑖 denotes the vector corresponding to the bias and weight vaues of the network. 

- 𝑋 denotes the training data set 

- 𝑀 denotes the number of neurons and the hidden layers corresponding to the probabilistic network. 

- 𝑘1 𝑎𝑛𝑑 𝑘2 denote the network regularization factor. 

𝜌 =
𝑘1

𝑘2
 is termed as the network regularization factor corresponding to the cost function 𝐽 for the 

network, whose primary goal is limiting the swing in the seight vector for the network [38]. The regularization 

based apprapch is more optimized in iterative training compared to forced truncation to achive faster 

convergence as forced truncation doesn’t allow the weight vector to attain final convergence, as opposed to 

limiting weights to attain faster convergence as in case of regularization [39].  

While the machine learning apprapch comprising of feature compuration followed by classificaiton 

can be an effective technique, separate feature extraction may be extremely tedious for large datasets [40]. The 

CNN is a deep neural network computing low level features at the outer layers and higher-level features at the 

inner layers [41]. CNNs and its variants have been shown to be useful in automated detection of weeds, pests 

and diseases for precisison agriculture applications [42]. An alternative deep learning model (variant of the 

CNN) termed as the Residual Network (ResNet) has also been employed in the present research work. While 

the CNN has been employed in this paper for the classification problem, but unlike the typical convolutional 

networks, the ResNethas skip weight connections breaking the direct linkage among the layers [43]. This 

attributed results in the following advantages [44], [45]: i) Decreases chances of overfitting and ii) decreases 

the chances of fored truncation due to vanishing gradient (
𝜕𝑒

𝜕𝑤
). 

The structure of the ReNet employed in this research work comprises of 48 convolution layers and a 

Max-Pool layer. The rectified linear (ReLU) activation function is used for the designed network along with a 

stride of 2. Skip connections among the cascaded convolution layers have been employed to avoid overfitting 

and vanishing gradient issues, as discussed above [46]. The ResNet designed has imput filter size of 

243×243×3 corresponding to the (𝑅, 𝐺, 𝐵) channels of the input. Pooling of 2x2 has been employed along 

with the feature layer of Fc1000 corresponding to 1,000 feature values. 

 

3.2. The multi-instance-learning (MIL) approach 

For a bipolar nature of samples, belonging to one of the two categories—infested or non-infested, the 

data can be represented as (17). 

 

𝑆𝑖 = 𝑋𝑖=1
𝑛 , 𝑦𝑖 (17) 

 

Here, 

𝑦𝑖is the target vector for binary classification. 

Thus: 

 

𝑦𝑖𝜖{0, 1} (18) 

 

The MIL approach considers a bipolar belongingness of data sample to positive (1), or negative (0) 

cases of a condition. Moreover, the instance of one of more instances in the bag of classes makes the bag 

positive. Typically, the class of the weakly labelled bags are not clearly known and hence it is assumed that 

the class inherits the class from the bag which it belongs to. The multi-instance learning (MIL) algorithm can 

be used for convolutional neural networks for instance level or bag level training. Multiple instance training 

ensures a more bolstered weight update rule for each of the labelled classes. The MIL can thus be categorized 

as [47]: 
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- Instance-level: In this approach, bag level estimates are made from instance level estimates.  

- Embedding Level: In this approach, a learning approach based on low level embedding is performed 

which further trains a bag-level classifier based on the embedding samples in the bag. 

The feature extraction phase from shallow and deeper level of the CNN can be followed by pooling 

and an embedding space, following which the category or class is predicted based on the pooled data 

embedding. The lower dimensional embedding retains the speed of computation of the system. The essence of 

the MIL-CNN is to overcome the limitation of narrow CNNs to extract information or critical features from 

larger datasets [48]. Mathematically, if 𝐹 is the feature extractor, then 𝐹 operates on the data instances 𝐼 to 

render a low dimensional embedding space. The poling function 𝑃 is typically unaffected by permutated pairs 

and can be used in three different forms: i) Element wise max 𝑃𝑚𝑎𝑥 , ii) Element wise mean 𝑃𝑚𝑒𝑎𝑛, and iii) log 

sum exponential pooling function 𝑃𝐿𝑆𝐸 . 

The feature extractor operating on the instances generates the feature embedding vector given by: 

 

𝐹{𝐼}
 𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔
→        𝐸𝐼  (19) 

 

the pooling over the embedding vector renders the pooled instances given by (20). 

 

𝑃𝐸 = 𝑃{𝐸𝐼} (20) 

 

In this work, the CNN is used as the feature extractor tool. Similarly, the ResNet could have also been 

used as the feature extractor function𝐹. However, to overcome the vanishing gradient problem and the chances 

of overfitting, the ResNet was employed in the first place, hence an empirical MIL-Bag comprising of CNN 

extracted features has been used for embedding. The updating of the weights are thus not directly based on the 

consecutive cascading of the convolution and pooling layers but are based on the embedding space of the multi-

instance bag. The embedded bag is generated and the classifier (CNN) is used to predict the label of the bag of 

instances as: 

 

𝑌𝐶𝑁𝑁
𝐹 =𝑤𝑖𝑃𝐸 + 𝑏𝑖 (21) 

 

here, 

- 𝑤𝑖is the weight vector 

- 𝑏𝑖is the bias of the network  

- 𝑃𝐸 is the vector rendered by pooling over embedding. 

The overlapping probabilities for a typical log-likelihood distribution are depicted in Figure 2. 

 

 

 
 

Figure 2. The log-likeligood function used for MIL CNN architecture 

 

 

Typically, such a CNN-feature extractor exhibits a classification probability function resembling a Bernoulli 

function given by: 

 

𝑓𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖 = 𝑝𝑛 + (1 − 𝑝)(1 − 𝑛) (22) 
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Here, 

- 𝑓𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖  represents the probability distribution. 

- 𝑝 represents probability.  

- 𝑛 represents the total possible outcomes.  

The cost function is chosen as the log-likelihood function given by [49]: 

 

𝑓𝐶 = −𝑙𝑜𝑔𝑒{𝑦𝐶𝑁𝑁
𝐹 |𝑦 = 0} − 𝑙𝑜𝑔𝑒{1 − 𝑦𝐶𝑁𝑁

𝐹 |𝑦 = 1}  (23) 

 

The significance of the log-likelihood function lies in the fact that the area under the curve of the 

probability distribution for either of the classes has to maximize over infinity being asymptotic to the x-axis 

(values of features) to render a clear output. This may serve as the steepest conjugate gradient for fuzzy 

classification problems [50]. Thus the MIL-CNN can prove to be effective in case of overlapping or fuzzy 

boundaries among the data features extracted by the conventional CNN [51]. Finally, the performance metrics 

computed are [52], [53]. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (24) 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 𝑜𝑟 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (25) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
 (26)  

 

 

4. RESULTS AND DISCUSSION 

The fundamental step towards classification of images lies in the data acquisition, processing and 

feature extraction. An experimental setup for the same has been explained in brevity in this section. A dataset 

of 12,000 images have been prepared for cotton crops from the Malwa region of Mansa, Bathinda, Abohar and 

Fazilka, Punjab India. Images have been labelled by the authors to create an exhaustive dataset comprising of 

images of two categories, which are: i) Whitefly infested and ii) Whitefly non-infested.  

The data is split in the ratio of 75:25 for training and testing. Figure 3 depicts the cases of both 

infestatation and non-infestation of leaves in the cotton plants. Figure 3(a) depicts a non-infested case while 

Figure 3(b) depicts an infested case. 
 

 

  
(a) (b) 

 

Figure 3. Sample of leaves used in the dataset (a) non-infested and (b) infested 
 

 

It should be noted here that some leaves may have a few sporadic appearances of whiteflies which 

should not be considered as infestation. The labelling of the data as infested has been done if the number of 

flies is more than 5 or 6 per leaf although a clear boundary for demarcation has not been chosen based on the 

count, primarily because the UAV captured images would have extremely miniaturized images of the flies 

which may not be distinguishable for actual counting. A comparative Analysis of the results attained using the 

different approaches is summarized in Table 1. 
 

 

Table 1. Summary of results 
Approach Accuracy Sensitivity Specificity 

BayesNet 95.53 94.8 96.26 
CNN 96.9 97.0 96.8 

ResNet 97.6 97.46 97.73 

MIL-CNN 98.13 98.06 98.2 
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To evaluate the perforamcne of the proposes appraoch in comparison with the benchmark 

contemporary technques, a comparison in terms of the classification accuracy has been made with two 

categories of models which happen to be feature extraction followed by classificaiton using an ML model and 

also with state-of-the-art deep learning techniques. Gondal and Khan [55] presented the image restoration, 

contrast enhancement and feature extraction followed by SVM based classificaiton, for automated 

identification of Whitefly pests. Legaspi et al. [54] and Li et al. [56] employ the different versions of the 

YOLO-CNN deep learning model for detection of whiteflies. Parab et al. [57] proposed the use of RCNN and 

YOLO v.4 models for automated whitefly detection. A comparative analysis with the existing techniques 

clearly shows that the proposed MIL-CNN appraoch outperforms existing baseline approaches. A 

compararative analysis with existing work in the domain has been tabulated in Table 2. It can be seen that the 

proposed MIL based approach outperforms existing techniques in terms of classification accuracy.  

 

 

Table 2. Comparison with benchmark techniuqes 
S.No. Author Classification accuracy 

1. Legaspi et al. [54] 83.07% (YOLO-CNN) 

2. Gondal and Khan [55] 97% (GLCM Feature extraction and SVM classifier) 

3. Li et al. [56] 87% (YOLOv4 CNN) 
4. Parab et al. [57] 97.16% (Faster RCNN: Double Shot) 

96.10% (Yolov4: Single Shot) 

5. Proposed Work 98.13% (MIL-CNN) 

 

 

5. CONCLUSION 

This paper employs different training models v.i.z. the Deep Bayes Net, the CNN, the ResNet and the 

MIL-CNN automated classificaiton of whitefly infestation in crops. To investigate the choice and performance 

of the most optimized machine model for the purpose, both feature extraction followed by classificaiton using 

the Bayesian network as well as deep learning models have been used to identify whitefly infestation. While 

the machine learning model has the advantages of handpicked feature extraction and control over feature 

optimization, the complexity corresponding to feature selection and feature combination can be be reduced 

substantially using the deep learning models. Classificaiton accuracies of 95.53%, 96.9%, 97.6%, and 98.13% 

have been achieved for the Bayesian network, CNN, ResNet and MIL-CNN approaches respectively. Thus the 

MIL-CNN based approach outperforms the remaining models in terms of classificaiton accuracy. A 

comparison with baseline contemporary approaches exhibits the fact that the proposed MIL-CNN model 

achives higher accuracy of classificaiton for whitefly infestation compared to the baseline techniques. While 

high classificaiton accuracy is promising, labelling of the data set particularly for large image sets can be both 

time consuming and prone to errors. Thus future enhancements can be thought of employing self-supervised 

learning (SSL) models. Transfer learning can also be employed for identifying whitefly infestation as the 

approach has the advantage of using a pre-trained model for classification for a different category of data. This 

would completely bypass the necessity for cumbersome data collection, processing and labelling of multiple 

images pertaining to precision agriculture applications. 
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