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 To prevent detection, attackers frequently design systems to rearrange and 

rewrite their malware automatically. The majority of machine learning 

techniques are not sufficiently resistant to such re-orderings because they 

develop a classifier based on a manually created feature vector. Deep learning 

techniques like convolutional neural networks (CNN) have lately proven to 

perform better than more traditional learning algorithms, especially in 

applications like picture categorization. As a result of this success, CNN 

network proposed with data augmentation techniques (to enhance the 

performance) to classify malware samples. We trained a CNN to classify the 

photos using converted grayscale images from malware files. Our 

methodology outperforms other methods with an accuracy of 98.80%, 

according to experimental results. 
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1. INTRODUCTION  

Malicious software, or malware, represents a serious issue for contemporary devices of computing, such 

as mobile phones and computers. While professional anti-virus technologies try to identify and repair an infected 

device, attackers are motivated by financial gain to add deft redundancies to programming to reinfect the computer 

or mobile phone rapidly and automatically. The majority of new malware are variations of existing malware due to 

on each contaminated computer there are different characteristics of malware. When malware spread from computer 

to another uses engines of mutation to create a different hash representation of its executable file, according to 

earlier studies on the classification of malware [1]-[5]. Malware samples often belong to a family that has common 

behaviors. As a result, the idea of developing a mechanism that can effectively categorize malware according to its 

family, regardless of whether it is a variety, seems extremely beneficial and a way to deal with the virus's explosive 

expansion. In contrast to conventional approaches, we adopt a completely different strategy in this study to evaluate 

and categorize malware. To solve this issue, we employ a convolutional neural network (CNN) for malware family's 

detection by enhanced deep learning architecture with data augmentation techniques. The potential of implementing 

CNNs, though, has not been thoroughly investigated in many other domains. Cyber security is one industry that 

could gain a lot from deep learning developments. Given the recent advancement of deep learning (especially 

CNNs) inside a range of classification tasks. To classify malware into families, the malware's executable files are 

used, where the deep learning model learns the visual features resulting from converting executable files into 

grayscale images, and thus the difference is detected in the samples, although the general shape is preserved, it can 

notice minor changes. We estimate it is feasible to identify malware with much more precision than any simple 
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learning technique, such as support vector machines (SVM) [6]-[10]. CNNs have succeeded particularly well in 

issues involving pictures. Inspired by this achievement, we convert the malware categorization issue into an image. 

Using CNNs, a categorization issue will be handled. We present each malicious binary file as a grayscale image in 

accordance with earlier work [11]-[14]. and develop a classification CNN architecture. It should be noted that prior 

research [15]-[19] demonstrated that malicious from similar family is looks the same, which is advantageous in 

terms of a CNN's ability to detect related patterns. Special important given because different malware variants are 

typically created using the same, or code that is quite close to it.  
 

 

2. METHOD 

Data diversity is the key problem of malware detection. To overcome this problem, data augmentation 

represents an artificial strategy to increase the input instances variety in the training phase, thus, no new 

instances collecting of really. The main contribution is to develop an enhanced model of data augmentation for 

malware family classification by malware variants augmentation, then exploits the CNN network to enhance 

the classification of images.  
 

2.1.  Malware files to gray-scale image 

To create new malware, malware developers often alter a small portion of the code that was already 

present [20]. These small adjustments are simple to track if malware is visualized as a picture. This and earlier 

research [21] served as inspiration for how we represent malware binary files as gray-scale graphics. The 

procedure for converting malware binary data to grayscale images is shown in Figure 1. 
 

 

 
 

Figure 1. Visualize binary file to grayscale image 
 

 

A vector of 8-bit unsigned integers containing a particular malicious binary file is initially read. The 

binary values of each component in this array are translated to their associated integer numbers to make a new 

integer array that describes the malware sample After that, a two-dimensional matrix representing the output 

integer array is created and displayed. Malware variations from the same family typically have a strong 

similarity. Gray scale images of malware belonging to different malware families are shown in Figure 2. Figure 

2(a) is a multi-threaded, polymorphic network worm capable of spreading to other computers connected to a 

local area network (LAN) and performing denial-of-service (DoS) attacks against targeted remote Web sites. 

Figure 2(b) is a trojan that attempts to modify DNS settings on network routers. Figure 2(c) this threat can 

perform a number of actions of a malicious hacker's choice on your PC. Figure 2(d) Such ransomware are a 

form of malware that is specified by online frauds to demand paying the ransom by a sufferer. Figure 2(e) will 

certainly advise its victims to launch funds move for the purpose of reducing the effects of the modifications 

that the Trojan infection has actually introduced to the sufferer’s gadget. Figure 2(f) worms automatically 

spread to other PCs. They can do this in a number of ways, including by copying themselves to removable 

drives, network folders, or spreading through email.  
 

 

   
(a) (b) (c) 

   

   
(d) (e) (f) 

 

Figure 2. Gray scale images of different malware families, (a) Net-Worm: W32/Allaple.A,  

(b) Win32/Alureon.gen!J, (c) Trojan: Win32/Autorun.K, (d) Ransomware: Malex.gen!J,  

(e) Win32/Obfuscator.ACY, and (f) Worm:Win32/Yuner.A 
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2.2.  Data augmentation 

Data augmentation is a method for enhancing datasets artificially. Collect samples from the dataset, 

make some changes to it, and then add them to the original dataset. As a result, your dataset has grown by one 

sample as shown in Figure 3. One of the most crucial aspects of deep computer vision is data augmentation. 

You should always enhance your data when training your neural network, like, always. Otherwise, your model 

does not perform as well as it should since your dataset is not being used efficiently. 

 

 

 
 

Figure 3. Data augmentation concept 

 

 

Due to limited data that leads to overfitting problem in deep learning models, data augmentation 

techniques are relied upon. There are several geometrical transformations of data augmentation: 

- Flipping: the x-axis is changed much more typically than the y-axis. This augmentation is one of the 

simplest to use and has been useful when applied to datasets. this does not keep the transformation of the 

label. 

- Color space: digital picture data is often stored as a matrix of the dimensions (height, width, and color 

channels). Another highly useful tactic is to perform modifications in the pixel intensity region. Isolating 

a specific color channel, such as red (R), green (G), or blue (B), is a relatively easy way to improve color. 

By separating one matrix and connecting zeros matrices from another color channels, a picture can be 

swiftly transformed into its equivalent inside one color channel. Additionally, the intensity of the image 

can be readily changed by altering the Three colors using basic matrix operations. Make a color histogram 

of the image for more intricate color adjustments. These histograms' intensity values can be changed to 

control the lighting, much to how image editing software does it. 

- Rotate: the picture is turned to a right or left to an angle between 1° and 359° to perform out rotation 

augmentations. The rotation degree parameter has a considerable effect on the security of rotation 

augmentations. minor rotations between −1 to −20 or 1 and 20 could be useful on tasks of number 

recognition as modified national institute of standards and technology database (MNIST), but with the 

increasing on rotation degree, the data label is no longer kept after transformation. 

- Noise injection: the "noise insertion" procedure comprises introducing an array of real numbers that are 

periodically chosen using a Gaussian distribution. The method of noise injection refers to adding “noise” 

artificially to the CNN input data during the training process. In the feature space during training, making 

it difficult for the CNN to find a solution that fits precisely to the original training dataset, thereby 

reducing the overfitting of the CNN. Thus, CNN's learn more strong features by adding noise to images. 

 

2.3.  Enhanced CNN-based malware detection 

In this section describe the classification of malware samples based on their family using CNN model. 

A feed-forward neural network with biological inspiration specifically, the way the human visual system is 

organized is known as a convolution neural network (CNN) [22], [23]. The most advanced deep learning models 

for image categorization now is CNN. The neurons that make up CNN have biases and weights that can be 

learned. These three elements makeup the majority of CNNs [24]: 

- Convolutional layer: this layer sequentially performs a series of convolution operations on a picture. 

Typically, these filters take information from the input image about edges, colors, and shapes. In essence, 

the filters work on the subregions of a picture and execute computations so that they output a single value 

for each subregion. 

- Pool layer: this layer is in charge of downsampling (dimensionality reduction) the data obtained from 

convolution layers in order to decrease the processing time and enable the scale of the data to be handled 

by the computational resources. This is because as a result of pooling, there are fewer parameters that can 
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be learned in the network's deeper layers. A frequent pooling technique is max pooling, which maintains 

the maximum value in a zone.  

- Full connected layer: used to classify the output produced by the pooling and convolution layers. Each 

neuron in this layer is linked to every neuron in the layer above it. 

The hyperparameters of CNN architecture were selected by a grid search which contained the learning 

rate and the number of layers (convolutional and fully-connected). The executable file of malware is 

represented as a grayscale image then provided as input for the CNN network. First, images should be rescaled 

to feed the CNN model. Thus, the resulting images size saves the computational resource usage to provide the 

best accuracy. Secondly, the imgaug Python library has been used for image augmentation by using (Gaussian, 

Laplacian, and Poisson) as additive noise methods. 

Our CNN architecture described in Figure 4. contained one input layer and three convolution layers 

each one as (convolution, activation, pooling) to learn hierarchical features and one fully-connected layer. The 

rectified linear unit (ReLU) activation function in the three convolution layers was used to signal the distinct 

specification of potential features. While, the spatial size of the features is reduced by pooling operation, thus 

applying certain order of robustness versus noise and distortion.  

The fully-connected layer contained 256 neurons. The output layer provides the output which 

represents the malware class based on their family by using the softmax function. To overcome the overfitting 

problem dropout has been employed for normalization. As result, through forward propagation, it drops 

randomly a proportion of neurons to avoid the dependencies between neurons. Figure 4 show the enhanced 

CNN architucture. 

 

 

 
 

Figure 4. Enhanced CNN architucture 

 

 

3. DATASET 

There are 9,339 malware samples in this collection [25] that are shown as grayscale images in total. 

One of the 25 malware families/classes is represented by each sample of malware in the collection. 

Additionally, the dataset's distribution of samples from a given malware family varies. In our tests, we choose 

at random 0.90 of the malware samples in a family for training and the other 0.10 for testing. Finally, we have 

8,394 malware training samples and 945 testing samples. 

 

 

4. RESULTS  

Accuracy depicts the performance of the detection method as shown in Table 1. In contrast to earlier 

work, we suggested a 2D-CNN using a data augmentation technique to maximize the use of the dataset. In 

earlier research, the GIST + SVM classifier was first trained after several malware file-related attributes were 

chosen. Second, it was suggested to train the 2D-CNN so that it could independently learn features from 

images. Our solution uses data augmentation techniques with 10 epochs, outperforming the performance of 

these two methods (less than that in previous work). In this manner, we successfully utilized the dataset and 

avoided overfitting. Figure 5 shows the metric values of the proposed model and according to shown graph our 

suggested method outperforms other architectures. 

 

 

Table 1. Dataset's results 
Method Accuracy of method 

Method in [2] 97.18% 

GIST + SVM [25] 93.23% 

2D-CNN [25] 98.52% 

Our method 98.80% 
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Figure 5. Comparison between our method and relevant methods in terms of accuracy 

 

 

5. CONCLUSION  

The security danger posed by malware to computer systems is growing. In order to develop efficient 

ways to resist malware attacks, it is important to evaluate malware behavior and categorize samples. The aim 

of this paper is to malware family's detection in a metamorphic environment using an enhanced CNN model 

by data augmentation. Because the standard CNN classification performance of the model is low, so it is not 

appropriate for the detection and classification of malware. To evaluate the performance of the learning 

algorithm the augmentation has been measured with different noise ratios. It is clear from the results that data 

augmentation affects the performance of malware family classification based on malware gray scale images. 

Our model is able to classify malware samples with 98.80 accuracy, thus outperforming on other approaches 

inliterature. 
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