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 Unit short-term memory (LSTM) is a type of recurrent neural network (RNN) 

whose sequence-based models are being used in text generation and/or 

prediction tasks, question answering, and classification systems due to their 

ability to learn long-term dependencies. The present research integrates the 

LSTM network and dropout technique to generate a text from a corpus as 

input, a model is developed to find the best way to extract the words from the 

context. For training the model, the poem "La Ciudad y los perros" which is 

composed of 128,600 words is used as input data. The poem was divided into 

two data sets, 38.88% for training and the remaining 61.12% for testing the 

model. The proposed model was tested in two variants: word importance and 

context. The results were evaluated in terms of the semantic proximity of the 

generated text to the given context. 
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1. INTRODUCTION 

In recent times, the field of natural language processing (NLP) has undergone a rapid evolution, thanks 

to the evolution of learning algorithms and the availability of computing resources. Recurrent neural networks 

(RNN) are sequence-based models for natural language understanding and word prediction. Unit short-term 

memory (LSTM) is a type of RNN that addresses the general problem of leakage gradient in RNNs through 

additional cells, input and output gates. RNNs are powerful models, which show high performance on many 

tasks, but they overfit quickly [1]. The lack of regulation in these models hinders data management. 

Dropout is a technique to reduce overfitting in artificial neural networks (ANN), it is a more efficient 

way to perform model averaging with neural networks [2], [3]. Dropout is a method that deactivates a number 

of neurons of a neural network randomly, in each iteration of the neural network dropout deactivates different 

neurons, then, these deactivated neurons are not taken into account in forwarding and backward propagation. 

In this way, it does not force the nearby neurons to not depend so much on the deactivated neurons [1]. This 

rationale for Bayesian attrition proposes that the theoretical results obtained can provide insights related to the 

use of RNN modeling techniques.  

Word embedding is a learning word embedding technique in NLP where natural language words are 

represented as vectors of real numbers. One of the methods for generating this mapping or representation is 

https://creativecommons.org/licenses/by-sa/4.0/
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NNs; dimensionality reduction with word occurrence matrices, probabilistic models, and explicit 

representation in terms of the context in which the words appear [4], [5]. 

For text prediction, the performance of RNN models is usually evaluated between non-duplication of 

the same text and the generation of new sentences that are syntactically sound. The proposed work aims to find 

the best way to extract sentence context to predict text from an input context with LSTMs supported with 

dropout and embedding techniques. The proposed work focuses on evaluating the semantic closeness function 

of the generated sentences for the new paragraph using the cosine similarity measure. Therefore, the influence 

of dropout and embedding techniques directly influences the performance of the model with LSTM. The 

proposed model will analyze the poem “La ciudad y los perros” by the writer Mario Vargas Llosa, and from 

this, he will predict a new paragraph. 

The article is organized as follows. Section 2 describes the main works related to LSTM. Section 3 

presents the method and case implementation. Section 4 describes and discusses the results and discussions. 

Finally, section 5 presents the conclusions. 
 
 

2. RELATED WORK 

Currently, NLP has made exceptional progress, which has allowed the development of models capable 

of performing high-level automation [6]. There is a variety of research on prediction with neural networks, 

several of them using existing techniques such as LSTM. Of these, some are reviewed below. Santhanam [7] 

proposed a model for generating text from a set of input words together with a context vector. They also 

proposed several methods for extracting context vectors. Similarly, Chang et al. [8] proposed an approach that 

automatically augments the data available for training by generating new text samples based on the GPT-2, 

and proposed to match the new text samples with the data. The Buddana et al. [9] created a model describing 

the design and operation of text generation, for which they used LSTM as an innovative solution for handling 

sequential data and text data in particular. Also, Shen et al. [10] developed a new hybrid neural network scheme 

based on a convolutional neural network and LSTM for multi-step wind speed prediction. The scheme was 

composed of two parts: a data processing module and another model module. Similarly, Abandah et al. [11] 

adopted a machine learning approach using 1,657 K verses of poems and prose to develop neural networks that 

automatically classify and discretize Arabic poetry. Also, Shedko [12] used an LSTM-based RNN, with the 

objective of generating a Byron-style poem, achieving, as a result, a guided word sequence generation based 

on the correspondence between the latent neural network representations and the semantic map. Berrahal and 

Azizi [13] use unsupervised deep learning networks to generate probabilistic images of human faces from 

eyewitness statements in text form to assist law enforcement in their investigations. 

The LSTM neural network is applicable to different areas of industry. For example, reseachers [14]–

[17] proposed an approach for better economic forecasting and decision-making by using the k-means 

clustering algorithm to group banks with similar price trends, then, to train these grouped stocks, they used a 

neural network model of short-and long-term memory (LSTM) to perform static and dynamic prediction of 

stock prices and economic growth rates. Lin et al. [18] developed a forecasting model with LSTM using 

decomposed data to obtain the prediction sequence to forecast the stock index price of the standard & poor's 

500 indexes [19] and used the LSTM neural network model with the Adam algorithm to achieve better 

prediction results. So well in medicine convolutional neural networks are used for data processing, allowing to 

generate a prediction in time of a certain disease, as in the case of alzheimer's disease, diabetes, covid, cancer, 

and Parkinson [20]–[24]. 

Jia et al. [25] proposed a hybrid neural network model for labeling open relations, employing the 

LSTM model of ordered neurons to encode syntactic information and capture associations between arguments. 

To do so, they built a large-scale, high-quality, fully automated training corpus. Similarly, Javeed [26] 

developed a machine learning model to understand the syntax of the language and deduce the relationships 

between the words found, following a sequence modeling approach, in which the model receives a sequence 

of words and makes use of the different properties to build a hierarchical graph. Finally, Alayba and Palade 

[27] proposed an approach that combines convolutional neural networks (CNN) with LSTM networks to 

improve sentiment classification by excluding the maximum clustering layer of CNN, this layer reduces the 

length of the feature vectors generated after filters on the input data. 
 

 

3. METHOD AND IMPLEMENTATION OF THE CASE 

This section develops the terminology associated with the LSTM network, the dropout and embedding 

techniques, and the implementation process of the proposed case study, which aims to predict a text paragraph 

from the poem “La ciudad y los perros”.  

LSTM networks operate similarly to an RNN cell. Figure1 shows the high-level architecture and the 

inner workings. The LSTM network is able to add or remove information that it deems relevant to the 
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processing of the sequence. Compared to a basic RNN cell, the LSTM cell has an additional input and output. 

This additional element is known as a status cell. This state cell is the key to the operation of LSTM networks. 

This cell works like a conveyor belt to which data that we do not want to remain in the network can be added 

or removed. The LSTM network is composed of the following gates: forget gate, input gate, output gate, update 

gate, and update gate. 

 

 

 
 

Figure 1. LSTM architecture 

 

 

It is important to note that, like a basic RNN, the LSTM network also has a hidden state where H(t-1) 

which is represented by the previous timestamp and Ht by the current timestamp. In addition, Figure 1 shows 

that the state of the LSTM network cells is represented by C(t-1) and C(t), which are the timestamps, 

respectively. Forget gate: allows us to remove items from memory, then we move on to use the update gate, 

which allows us to update the memory of the LSTM cell. Next, we take the previous hidden state and the 

current input, then transform it and bring it back to a sigmoidal activation function: 

 

𝑓𝑡 = 𝜎(𝑋𝑡 ∗  𝑈𝑓 + 𝐻𝑡−1  ∗  𝑊𝑡) (1) 

 

where: Xt represents the time stamp input; Uf represents the weight associated with the input; Ht-1 is the hidden 

state of the time stamp and Wf represents the weight matrix associated with the hidden state. Subsequently, a 

sigmoid function is applied, this causes ft to lie between 0 and 1, then it is reproduced with the current state of 

the previous timestamp, as shown in the (2) and (3). 

 

𝐶𝑡−1 ∗  𝑓𝑡 = 0 … 𝑖𝑓 𝑓𝑡 = 0 (𝐹𝑜𝑟𝑔𝑒𝑡 𝑒𝑣𝑒𝑟𝑦𝑡ℎ𝑖𝑛𝑔) (2) 

 

𝐶𝑡−1 ∗  𝑓𝑡 = 𝐶𝑡−1 … 𝑖𝑓 𝑓𝑡 = 1 (𝐹𝑜𝑟𝑔𝑒𝑡 𝑛𝑜𝑡ℎ𝑖𝑛𝑔) (3) 

 

If ft is 0 the network will forget everything and if the value is 1, it will forget nothing. 

Input gate: this gate functions as the input to the cell state and determines the information be written 

to the cell state, and is composed of two parts; 1) it passes the previous hidden state Ht-1 and the current input 

Xt; to a sigmoid function to determine which values to update. Then, the two inputs are passed to tanh activation 

to regulate the network. Finally, the output tanh Ct is multiplied by the sigmoid output to decide what 

information is important to update the cell state. In the following, (4) is presented. 

 

𝑖𝑡 = 𝜎(𝑋𝑡 ∗  𝑈𝑖 +  𝐻𝑡−1  ∗  𝑊𝑖) (4) 

 

Where:  

Xt: represents the input to the current timestamp t. 

Ui: represents the input weight matrix. 

Ht-1: is the state hidden in the previous time stamp. 

Wi: is the matrix of input weights associated with the hidden state. 

In (5), if the obtained value of Nt is negative, then the information has to be subtracted from the current 

cell state, however, if it is positive, it is returned to the final cell state. 

 

𝑁𝑡 = 𝑡𝑎𝑛ℎ(𝑋𝑡 ∗  𝑈𝑐 + 𝐻𝑡−1  ∗  𝑊𝑐)  (5) 
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Nt, is not added directly to the state of the cell. 

 

𝐶𝑡 = (𝑓𝑡 ∗  𝐶𝑡−1 +   𝑖𝑡 ∗  𝑁𝑡) (𝑢𝑝𝑑𝑎𝑡𝑖𝑛𝑔 𝑐𝑒𝑙𝑙 𝑠𝑡𝑎𝑡𝑒) (6) 

 

Output gate: To calculate the hidden state we use the output gate, this output hidden state is simply a 

filtered version of the cell state just generated. What is done first is, to scale the new cell state to ensure that it 

is in the range -1 to 1, the tanh function is used to do this. Then, the output gate is used to determine which 

portions of the cell state will become part of the new hidden state. Finally, the values of the cell state are filtered 

with the vector generated by the output gate. The following is (7) of the hidden state calculation for prediction. 

 

𝑂𝑡 = 𝜎(𝑋𝑡 ∗  𝑈𝑂 +  𝐻𝑡−1  ∗  𝑊𝑂) (7) 

 

In the RNN the values are always between 0 and 1, and this is the case for the value of Ot because the 

sigmoid function is applied. Also, to obtain the hidden state, (7) and the updated cell state tanh are used. The 

(8) obtains the maximum score as an output for the prediction. 

 
𝐻𝑡 = ( 𝑂𝑡 ∗  𝑡𝑎𝑛ℎ (𝐶𝑡))  (8) 

 

It should be noted that the hidden state is a function of the inactive or secondary memory that allows storing 

memories for a long-term period (Ct). To define the timestamp, we take the output of the current time or we 

simply apply the activation of the function softMax() Ht. Output=Softmax (Ht). here, the token with the highest 

score at the output is the prediction. 

Dropout: is a regularization technique to reduce overfitting in ANNs, it is an efficient way to perform 

NN model averaging. What it means is to randomly drop or omit both hidden and visible neurons during the 

training process of an NN. In this paper, a LSTM-dropout model is proposed to improve the text prediction fit. 

In turn, the model is experimented with the development of the case study. For which a number of different 

techniques are used. Different methods and libraries are used for character counting and training from the "one-

hot" encoding, in addition, we adapt the number of parameters to improve accuracy, likewise, we use a certain 

number of LSTM cells so that the output layer has a better fit and is more accurate, we add dropout to avoid 

overfitting. Before feeding the LSTM layer, the model (LSTM-dropout) is proposed, then the input layer, the 

Embedding layer, the dropout layer, the LSTM layer, the dense and activation layer and the model construction 

are worked on. 

 

3.1.  LSTM-dropout model 

The proposal is very similar to the implementation of dropout in RNNs with the same network units 

randomly removed. To obtain a better prediction, the network must train an iterative learning process with the 

data instances, where the correct output is known. It is there, where the weights associated with the input values 

in each layer are adjusted each time. The process is repeated with different batches of input data until the 

weights are adjusted well enough. This is related to the different techniques in network units which eliminates 

time steps and no dropout is applied in the RNNs [1]. Both RNNs and LSTMs use different gates within the 

RNN units per axis. Figure 2 shows that the LSTM network is defined by the gates: input, forgetting, output 

and modulation. 

 
ⅈ

 
= sigm(ht − uⅈ + xtwⅈ) 

f

 
= sigm(ht−1uf + xtwⅈ) 

o

 
= sigm(ht−1 − uo + xtwo) 

ⅈ

 
= sigm(ht − uⅈ + xtwⅈ) 

ct = (f o ct−1 + i o g) ht = (º o tanh (ct )) (9) 

 

With ɯ={Wi, Ui, Wf, Uf, Wo, Uo, Wg, Ug} are weight matrices and the product element. Also, the internal state 

Ct can be seen to be updated progressively. Likewise, the model could also be parameterized as in the work 

[28]. 

 

(

𝑖
𝑓
0
𝑔

) = (

𝑠𝑖𝑔𝑚
𝑠𝑖𝑔𝑚
𝑠𝑖𝑔𝑚
𝑡𝑎𝑛ℎ

) ((
𝑥𝑓

ℎ𝑥−1
) 𝑤) (10) 

 

The (10), represents a two- and four-dimensional matrix. This is called parameterization of an LSTM network 

until the chained weights fit well enough to predict, as compared to the LSTM of unchained weights from (9).  
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Although the parameterizations result in the same model, they also help to improve the accuracy, 

however, in order to do so, the parameters that can be adjusted must be managed very well. For example, with 

a very basic change of the activation function of the input layer, passing through a sigmoid, you can obtain an 

improvement of the pressure with the same time. One can also increase the number of times, add more neurons 

in a layer or add more layers. However, in these cases the improvements in accuracy penalize the execution 

time of the learning process, and the results may be diminished. In order to improve the accuracy, the proposal 

is developed using the dropout variant with the second parameterization as in (10).  
 

(

𝑖
𝑓
0
𝑔

) = (

𝑠𝑖𝑔𝑚
𝑠𝑖𝑔𝑚
𝑠𝑖𝑔𝑚
𝑡𝑎𝑛ℎ

) ((
𝑥𝑓𝑥 𝑜 𝑍𝑥

ℎ𝑥−1𝑜 𝑧ℎ
) 𝑤) (11) 

 

With zx, zh the random masks are repeated during all training steps, in a very similar way for the parametrization 

of (9). Comparing with [29], the dropout variant substitutes zx in (3), on the other hand, in (12), zt
x depende del 

tiempo que se genera para cada nuevo paso de tiempo, mientras que zh se elimina y la conexión recurrente ht-1 

is not abandoned. 

 

(

𝑖
𝑓
0
𝑔

) = (

𝑠𝑖𝑔𝑚
𝑠𝑖𝑔𝑚
𝑠𝑖𝑔𝑚
𝑡𝑎𝑛ℎ

) ((
𝑥𝑡 𝑜 𝑧𝑥

𝑡

ℎ𝑡−1
) ⋅ 𝑤) (12) 

 

On the other hand, the dropout variant of [24] changes (9) by adapting the inner cell, where ct = ct o zc.  

The (12) uses the same zc mask for all the steps during processing. Whereas, in [30] considers abandonment as 

an action for all weights. This proposal is developed bassad in the RNNs. 

 

 

 
 

Figure 2. Enhanced LSTM-dropout approach to text prediction 

 

 

3.2.  Text preprocessing 

For the preparation of data in the case study, we worked with the novel “La ciudad y los perros”, by 

the writer Mario Vargas Llosa. The novel is composed of 128,600 words, of which 50,000 were taken for 

training and 78,600 for model testing. From previous research, we have found that the corpus used in the 

generation of new texts does not have a strong influence on the Spanish language. However, to increase the 

accuracy and efficiency of the model, we updated the dataset with term frequencies and inverse frequency, this 

is a traditional measure to determine the relevance of words in the corpus. An excerpt from the novel to be 

trained is shown in Figure 3. 

From the frequency of words in the same corpus, the importance of the word is calculated, and the 

word with the highest importance is selected and chosen as the context word and with that, we start the 

processing, tokenization, converting the data to a token sequence, as shown in Figure 4. In this model, the 

context is clearly to choose the corpus keywords. The process is iterative to extract the words from the context 
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and is applied for all phases of training. Also, for the training of the linguistic model, it is performed with the 

context vectors and tested with some random words. Further on, the predictors are used as input to predict the 

next word. For this action, the function generate_padded_sequences() is used to tell the RNN to omit the 

padding tokens in our encoder. The masking explicitly forces the model to ignore certain values, such as the 

attention on padded elements. 

 

3.3.  Input layer 

This layer has as input data the artificial neurons that incorporate a text token, which can be a complete 

word, a paragraph or the rot of a word [27]. At this stage of training, the tokens are displayed without pre-

training, because the corpus is not yet normalized. The input layer was responsible for sending the data to the 

subsequent layers, where the inputs are weighted and matrices of the same size for each text. To apply word 

embedding, the raw data, i.e. the original data, was used. Also, three different sizes of vectors were used: 39, 

100 and 150, where the input layer is represented as a matrix. 

 

 

 
 

Figure 3. Input text: excerpt from the poem "La ciudad y los perros" 

 

 

 
 

Figure 4. Tokenization and conversion of data to a token sequence 

 

 

3.4.  Embedding layer 

The embedding layer is defined as the first hidden layer of the network. This layer is composed of 

several arguments, but there are three essential ones that are frequently used: input_dim, output_dim and 

input_length. This layer uses 3 arguments: Input_dim, Output_dim y Input_length: this last argument 

represents the length of the input sequence. 

 

3.5.  LSTM layer 

The LSTM layer learns in time series and based on sequence data; it also performs additive 

interactions that help to improve the flow in long sequences during training. The main properties that we find 

in this layer are: the number of hidden cells, the default output mode, it has an indicator of input and output 

state to the layer, it defines the input size, with respect to activations, it has an activation function to update the 

hidden state cell, another function to apply to input gates, among other properties. LSTM is a feedback neural 

network and is mainly composed of cells. In addition, the layer is able to process single data as well as 

sequential data, and show better performance on sequential data, such as spoken language, video and text 
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processing [31]. In this model, we predict a text in the form of a row, taking into account the context of words 

or sequential features. This layer uses back propagation techniques in order to improve text classification. 

 

3.6.  Dropout layer 

After the input layer is passed through the dropout layer to avoid overfitting in the neural network, 

this technique helps to select random neurons to be ignored during training, this means that neurons are 

temporarily removed in the next step and weight updates are not applied to the neuron in the backward step. 

This technique helps to regularize model learning by improving generalization techniques so that the training 

network can consider all inputs in the LSTM layer equally, and not focus on any specific one. This in order to 

avoid any bias in the training of the RNNs. 

 

3.7.  Dense and activation layers 

The function of the dense layer is to integrate the outputs of the LSTMs as a single value, and it is 

tightly connected to the previous layer, which means that each neuron in this layer is connected to each neuron 

in its previous layer. The function of the activation layer is to transform the input values of the neurons, what 

it does, is to introduce nonlinearity into the neural networks so that it can learn the relationship between the 

input and output values, as in [32] used the sigmoid function for the activation layer of this model. Its output 

is between 0 and 1 to predict the probability of the input text. 

 

3.8.  Model construction 

So far, we have prepared the training data. In this section we define the main structure of our network 

and, we create our model that will take the predictors as input. Note that the function embedding (), is who 

packs and fills our sequence and sends to the RNN, which will return a packed tensor containing all the hidden 

states of the sequence, finally it unpacks the sequence returning the lengths of each one. The LSTM () function 

calculates the output using the LSTM units and returns the hidden states of the cell. For the experiment, 150 

units have been added to the layer, which can be adjusted. In this case, the dropout function is responsible for 

the regularization, which means that it prevents overfitting. This is done by turning off the activations of some 

neurons in the LSTM layer. The dense function (), is responsible for activation, where each neuron is connected 

to all neurons in the next layer. Table 1 shows the architecture of the model. 

After building the model architecture, we can train the model using our predictors. Now it is ready to 

generate text. Finally, we need to write a function to predict the text based on the input text, for this case, it 

becomes the novel “La ciudad y los perros”. We also have to tokenize the sequence and fill in with what we 

provide for training. An extract of the logic for generating text is shown in Figure 5. Finally, to make predictions 

with large volumes of text using the LSTM model, it is important to consider the use of a GPU, otherwise the 

network may simply generate useless results. RNNs can be used as generative and predictive models, and they 

can learn the sequences of a text and then generate completely new plausible sequences, as in the case study. 

 

 

 
 

Figure 5. Code extract to generate new text 
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Table 1. Model architecture 
Layer (type) Output Shape Param # 

embedding (Embedding) (None, 39, 100) 275500 
lstm (LSTM) (None, 150) 150600 

dropout (dropout) (None, 150) 0 

dense (Dense) (None, 2755) 416005 
Total params: 842,105 

Trainable params: 842,105 

Non-trainable params: 0 

 

 

4. RESULTS AND DISCUSSION  

In this section we present the text generated as a result and adjusted to our model. The proposed model 

merges LSTM and dropout, using Python as a development tool. In the last phase, the function generate_tex(), 

takes the initial words and the number of words to be predicted, the name of the model and the sequence. From 

these results, Figure 6 shows the text generated by the proposed model, where, some sentences generated match 

the word of the context provided. For example, the context "Alberto", generated sentences such as "I like the 

hand of the block" and "I like the hand of the block". “mundo” produced words around fear. “macho”, this 

word is quite interesting, since it associates it with the bravery of the male. “defenderse”, this word associates 

it with the ability to defend oneself from others. It is true, the generated text was not successful in all contexts, 

even the grammar is not coherent. The following section discusses these results in detail. 

In this model, we increase the number of convolution filters and the number of LSTM cells compared 

to the model [33]. Also, we divided the data set into two parts: 38.88% for training and, the remaining 61.12% 

to evaluate the model. In addition, we ran the experiment more than once to measure the prediction accuracy. 

In Figure 6, the generated text is shown, in it, we will find positive sentences that are correctly predicted. We 

will also find words that were correctly predicted negative. At the beginning, we examined the model using 

similar features in terms of words that had been used in [31], and it is evident that there are slight improvements 

in the accuracy of the results for certain trained sets. 

This paper discusses the need to apply context information to train the model for new text generation. 

LSTM networks have been chosen to predict new text from input and the dropout technique to reduce 

overfitting. The aim of this work is to find the best way to extract text from sentences, to train a text generation 

model, in order to obtain a better language model. The results have shown that word embeddings generated 

from a dataset provide better results. The proposed model used the similarity measures method to calculate the 

semantic closeness between the generated text and the provided context. As well as, experimentation provided 

feedback to the training process to know when the model over-fits and thus stop training the model. 

 

 

 
 

Figure 6. Text generated with LSTM-dropout 

 

 

5. CONCLUSION 

In this paper, the effectiveness of the LSTM model for text generation was studied for the purpose of 

better representing text features. In addition, the semantics of the words in the novel were examined. “La ciudad 

y los Perros” using different embedding techniques with different dimensions. The effectiveness of LSTM 

networks was also studied. We propose a new model that integrates LSTM networks and dropout technique to 

improve the text prediction fit. Furthermore, in the model we use multiple word embedding methods using the 

same words from the corpus to measure the influence of a variety of word representations on word 
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classification. Specifically, the LSTM model is used to learn from long-term temporal dependencies, in 

addition, the neural network is fully connected and modeled to achieve nonlinear regression. While dropout 

technique, is used to reduce the overfitting in ANN, it is a more efficient way to perform model averaging with 

RNN. The results of the proposed model show that it can successfully predict text from an input context. In 

contrast to other models such as a convolutional neural network and LSTM, compared using the same input 

context, the proposed model has higher accuracy and slightly outperforms the comparative models. 

Future work should consider more complex models than the LSTM network or other alternative 

machine learning algorithms. In addition, to obtain higher accuracy in data analysis, it is necessary to use larger 

volume of data and process it with more complex neural networks. The proposed model can also be adapted 

for different types of question answering systems, where, instead of following a template-based approach, the 

proposed model could identify the context of the question and answer meaningfully in relation to the question. 

It could also be adapted to track text in chat-bots. In addition, conversations could be generated based on 

previously conversed and learned texts. Also, they could be used as linguistic models instead of memory-based 

networks. Other clustering techniques, such as the spectral technique, could be experimented with for text 

extraction and dimensionality reduction. 
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