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 The aim of activity recognition is to determine the physical action being 

performed by one or more users based on a series of observations made during 

the user's actions in the relevant environment. Significant advancements in the 

field of human activity have resulted in the creation of novel ways for 

supporting elderly persons in doing their tasks independently. Using ambient 

computing, this type of service will be manageable. Many of services are 

provided by ambient technology, involving home automation tools, 

monitoring the behaviour of diseased individuals, and utility management. 

Numerous academics are focusing their efforts on computer software 

architectures, system infrastructure, and distributed applications utilising 

sensor devices. Aim of this project is to develop an algorithm that can perform 

human activity recognition (HAR) better than the existing state-of-the-art 

approach. Several tasks must be done to achieve this goal. To compete with 

an existing HAR system, this study will rely on secondary data from the 

cutting-edge experiment; no new data will be collected. The central 

experiment will be used to quantitatively identify the best classifier based on 

prediction accuracy. The current study entails monitoring and assessing 

existing literature in order to generate hypotheses that may be tested via 

experiment. 

Keywords: 

Euclidean distance 

Human activity recognition 

K-nearest neighbour algorithm 

Machine learning 

Quantitative 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Elham Mohammed Thabit A. Alsaadi 

Department of Information Technology, College of Computer Science and Information Technology 

University of Karbala 

Karbala, Iraq 

Email: elham.thabit@uokerbala.edu.iq 

 

 

1. INTRODUCTION  

Human activity recognition (HAR) has emerged as a key topic of research in recent years [1]. It is a 

crucial and demanding field that has the potential to yield numerous unique universal applications [2]. 

Surveillance, interactive gaming interfaces, smart homes, and just-in-time information systems for office 

workers are all built on a system that recognises human behaviour [3], [4]. This is a multidisciplinary study 

topic that is inextricably linked to artificial intelligence (AI), ubiquitous learning, human-computer interaction, 

physiology, sociology, and machine learning and perception. This is why several researchers from a variety of 

professions are interested in it [5], [6]. The human activity recognition system recognises and analyses the 

users' activities or actions by passively studying their behavioural patterns and their environment in order to 

take appropriate responses [7], [8]. By recognising activities in real time, the activity recognition system 

contributes to the development of just-in-time learning environments that teach individuals by giving 
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information at the appropriate time for their surroundings [9]. By analysing the user's activity, these systems 

can determine the optimal time to interrupt the user and offer valuable information or messages. 

While HAR looks to be a simple process, selecting the relevant tools and techniques for data 

collection, storage, and manipulation presents various difficulties and challenges [10], [11]. A prediction 

method is essential because it must be able to capture both inter-class variation and intra-class similarity [12], 

[13]. The difficulty of handling normal resource restrictions such as time availability, processing power, and 

adequate storage capacity is a significant impediment. The latency, precision, and computing power of the 

system must all be balanced.  

The early stages of HAR focus on a small range of concerns. Choosing the suitable sensors, 

determining the quality and metrics to be monitored, and correctly positioning the sensor are all critical. 

Everything has to be done while considering the privacy and usefulness of the end user [14], [15]. User 

participation and interaction could have a significant impact on how the entire process works. Thus, the 

fundamental goal of this research is to develop an algorithm capable of performing HAR with a classification 

accuracy greater than that of the existing state-of-the-art technique [16], [17]. A number of tasks must be 

completed in order to reach this goal. As this study attempts to compete with an existing HAR system, it will 

primarily conduct secondary research using data from the state-of-the-art experiment; no more data will be 

generated for the scope of this project. The central experiment will be conducted with the quantitative purpose 

of selecting the best classifier as assessed by predicting classification accuracy. The current study entails 

monitoring and assessing existing literature in order to generate hypotheses that may be tested via experiment. 

 

 

2. LITERATURE REVIEW 

Over the recent decade, HAR has grown in popularity due to its multiple applications in human-centric 

sectors such as security, military, and medical. Because of the proliferation of wearable technology gadgets, 

the task of recognizing human activity has taken on increased significance in recent years. Piergiovanni et al. 

[18] provided another motion representation by proposing a convolutional layer technique inspired by optical 

flow to describe motion present in the video sequence for activity recognition.  

To enhance the performance of two-stream networks, Tu et al. [19] proposed the human-related multi-

stream CNN (HR-MSCNN) architecture that integrates appearance, human motion, and human-related regions. 

Despite awareness of human-to-human activity Xiong et al. [20] proposed activity recognition between human 

and robot in human robotic collaboration (HRC) environment due to two major challenges: i) lack of a large 

volume of human-robot activity data for deep network training and optimization; and ii) work operational 

constraints in the manufacturing industry. Consequently, they merged both problems and presented optical 

flow and CNN-based transfer learning.  

Abdelbaky et al. [21] introduced a basic principal component analysis network based on unsupervised 

learning (PCNet). A short-time motion energy image (ST-MEI) template has been acquired for activity 

recognition in videos utilizing PCNet. For robust activity recognition, the suggested PCNet architecture learns 

hierarchical motion patterns using ST-MEI.  

Similarly, Leong et al. [22] introduced a semi CNN architecture for activity recognition that combines 

1D, 2D, and 3D convolutions to lower the trainable parameter of 3D convolution. The suggested architecture 

employs transfers learning for the acquisition of spatial feature knowledge, followed by temporal encoding and 

3D convolutions. Khan et al. [23] also suggested a fusion technique for activity recognition based on deep 

neural network (DNN) and multi-view characteristics. The DNN features are retrieved using a pretrained 

network, specifically VGG-16, and the multi-view features are extracted using horizontal and vertical gradients 

in addition to vertical direction characteristics.  

To eliminate the interclass parallelism between human activities Martin et al. [24] introduced an 

original twin spatio-temporal convolutional neural network (TSTCNN). TSTCNN is a two-stream network 

with three Spatio-temporal CNN layers in each stream. The proposed architecture's inputs consist of an red, 

green, and blue (RGB) frame sequence stream and an optical flow stream. Meng et al. [25] presented an 

adaptive temporal fusion network dubbed AdaFuse for robust temporal modeling. The adaFuse network 

combines channels from previous feature maps with current trimmed feature maps to generate a robust 

collection of temporal characteristics and enhance the accuracy of activity recognition.  

 

 

3. THE PROPOSED METHOD  

Predictive models are generated using machine learning (ML) algorithms, and insights can be gleaned 

from the prepared data. In order to acquire the best fit between the model and the data, each ML model needs 

to be fine-tuned for a number of parameters and variables. In the literature review, a number of classification 

algorithms that are often used in ML and the HAR area were identified. The information-based ML family will 
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be used to model decision tree (DT). Each parameter can be changed to develop a classification model that is 

more accurate when modelling decision trees. Figure 1 depicts flow chart of the work. 

 

 

 
 

Figure 1. Flow chart of the work 

 

 

The target and the independent variables selected will serve as the first parameters for the model. 

Splitting criteria, such as the information gain value, are also important. To help the K-nearest neighbour 

(KNN) method distinguish, target feature and the independent variables must be provided. The 'K' parameter 

indicates the number of neighbors to evaluate when using the KNN algorithm. A 'tune length' must be set to 

several values of 'K' in order to select the best one for the experiment. In KNN, the euclidean distance (ED) is 

used as the default distance. KNN in terms of ED are used to determine the target's final value.  

Five alternative approaches are used for this method. To get started, gather five different sets of 

training and testing datasets. Each of the mentioned ML techniques must be used to model one of the five 

training sets. Confusion matrices are a useful tool for model evaluation since they summarise the model's recall, 

precision, and overall classification accuracy in an easy-to-understand manner. A distribution is generated by 

combining the “five cross-validation results” and the “classification accuracy of each induced ML model”.  

 

 

4. RESULTS AND DISCUSSION 

The dataset for this study was derived from the 2012 International Workshop on Ambient Assisted 

Living (IWAAL) conducted in Spain. The experiment has been done throgh a group of 30 participants 

performing a series of six physical exercises. The tri-axial linear acceleration and tri-axial angular velocity of 

a smart phone device are collected using the built-in accelerometer and gyroscope. To decrease noise from 

these sensor inputs, they were processed and sampled every 2.66 seconds with a fixed width sliding window 

that overlapped 50.21% of the time. Figure 2 displays a sample collection of feature names. 
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Figure 2. A sample collection of feature names 

 

 

Typically, data is split 70:30 across training and test datasets. There were a total of 563 features, such 

as the subject and activity variable, and 10,299 rows, which represented the combined test and train sets. 

Produces a matrix of size 561 by 561 that contains the correlation coefficients for all features. The dataset's 

class, rows, and names of the columns are examined.  

Figure 3 displays the target variable's histogram “Activity”, and the target variable's histogram 

“Subject” that serves as an identifier respectively, which were used to analyse the frequency distributions. 

Figure 3(a) the target variable's histogram “Activity”, Figure 3(b) the target variable's histogram “Subject”. 

Class noise and data inconsistencies were not found in either field.  

 

 

 
(a) 

 

 
(b) 

 

Figure 3. The target variable's histogram; (a) activity and (b) subject 

 

 

Figure 4 displays a correlation coefficient with a low value is an illustration of a characteristic with a 

low correlation coefficient. While Figure 5 offers a characteristic with a high positive correlation coefficient 

value is an example. And Figure 6 offers a characteristic with a high negative correlation coefficient value is 

an example. 
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Figure 4. A correlation coefficient with a low value 

 

 

 
 

Figure 5. A characteristic with a high positive correlation coefficient value 

 

 

 
 

Figure 6. A characteristic with a high negative correlation coefficient value is an example 
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When using the caret package, the 'findCorrelation' function accepts a pairwise absolute correlation 

value of 0.8 as an input, denoting a strong relationship between the features (Taylor, 1990). 389 feature names 

had generated by utilizing this way, all of which are highly associated with one another and have an overall 

greater average value of mean absolute correlation than, their individual counterparts. In the last step, an 

uncorrelated dataset is formed through excluding all features from a previously prepared highly correlated list. 

As a result, we had a dataset with 174 features that weren't linked together. This data has been stripped of the 

Subject feature, which serves as an identification. 173 columns in the final uncorrelated dataset are examined 

for dimensions. Figure 7 shows a summary of the most noteworthy findings. 

An optimal tuning length for K-NN algorithms has been set at '7', which appears to be a good balance 

between accuracy and model execution time. Cross validation was employed to iterate through K iterations in 

the training phase. It takes a long time to cross-validate a large number of K values. Summary of the KNN 

model in Figure 8 displays that a K value of 5 is the most suitable for the data. The default settings of the Naive 

Bayes algorithm are employed, and no kernel functions are applied. In terms of implementation, it was the 

quickest of the models. Each feature engineering technique generates a set of five accuracy values for each 

model. The classification accuracy distribution results in the selection of the optimal algorithm. For each seed 

value, the algorithm's results using both techniques are shown. Tables 1 to 4 show the accuracy for four 

different algorithms. 

 

 

  
  

Figure 7. The significance of a variable as determined by 

a decision tree 

Figure 8. KNN model summary 

 

 

Table 1. Accuracy for DT algorithm 
Decision Tree (DT) 

Dimensionality Reduction (DR) 
Seed Correlation Analysis 

(CA) 

Principal component 

analysis (PCA) 

1 0.62  0.52 

2 0.61 0.51 
3 0. 61 0.51 

4 0.51 0.60 

5 0.61 0.61 
 

Table 2. Accuracy of Naive Bayes algorithm 
Naive Bayes (NB) 

DR 
Seed CA PCA 

1 0.85 0.80 

2 0.82 0.82 

3 0. 84 0.81 
4 0.85 0.82 

5 0.83 0.82 
 

 

 

Table 3. Accuracy for KNN algorithm 
K Nearest Neighbor (KNN) 

Dimensionality Reduction (DR) 
Seed Correlation Analysis 

(DR) 

Principal Component 

Analysis (PCA) 

1 0.93 0.90 
2 0.94 0.90 

3 0. 93 0.90 

4 0.928 0.91 

5 0.93 0.90 
 

Table 4. Accuracy for ANN 
Artificial Neural Network (ANN) 

DR 
Seed CA PCA 

1 0.97 0.96 

2 0.97 0.96 
3 0. 97 0.97 

4 0.97 0.971 

5 0.97 0.97 
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As shown in Figure 9, the target features are evenly distributed throughout the dataset, as well as in 

each of the test and train data samples that were generated.  As you can see in the Table 5. the DT with the best 

accuracy value is shown. In terms of distinguishing between activities, the decision tree has been unable to do 

its job. Standing is frequently mislabeled as sitting, and this needs to stop. It's possible that the decision tree's 

preference for categorical variables had an impact on the algorithm's performance with this set of data. The K 

nearest neighbours technique is used to construct the next model. When it comes to accuracy, it's one of the 

models that has consistently outperformed the benchmark. The best K closest neighbour algorithm's confusion 

matrix is shown in table 6. Overall, the method has a relatively low number of misclassifications. The KNN 

method ensured good inter-cluster classification accuracy because of the two clusters of activities, mobile, and 

stationary.  

 

 

 
 

Figure 9. Target feature distribution 
 

 

Table 5. Decision tree' confusion matrix 
Reference 

Prediction W WU WD S ST L 

Walking(W) 441 68 111 0 1 0 
Walking_Upstairs (WU) 75 395 310 0 0 4 

Walking_Downstairs (WD) 0 0 0 0 0 0 

Sitting (S)  0 0 0 0 0 0 
Standing (ST) 0 0 0 475 556 44 

Laying (L) 0 0 0 58 14 535 

 

 

Table 6. KNN' confusion matrix 
Reference 

Prediction W  WU WD S ST L 

W 513 3 12 0 0 0 

WU 1 456 6 3 0 0 
WD 2 4 403 0 0 0 

S 0 0 0 473 52 10 

ST 0 0 0 54 519 5 
L 0 0 0 3 0 568 

 

 

However, the accuracy of intra-cluster classification, particularly for immobile activities, was not very 

satisfactory. Many activities, such as sitting and standing, were incorrectly categorised as sitting or standing. 

Observing user activity over the course of 2.5 seconds, it is clear that previous and subsequent activities have 

an impact on the current activity. As a result, the KNN algorithm's good performance can be justified by the 

fact that it considers the stated number of neighbours when doing classification. Nevertheless, the algorithm's 

modelling and assessment were computationally taxing and took the most time. 

As the name suggests, the Naive Bayes model uses the Bayesian function to compute the needed 

probability. Table 7 displays the Naive Bayes algorithm's best-performing confusion matrix. When compared 

to other models' findings and benchmark results, the classification accuracy isn't all that impressive. 
 

 

Table 7. Naive Bayes' confusion matrix 
Reference 

Prediction W  WU WD S ST L 

W 443 7 16 0 0 0 
WU 47 432 67 10 11 11 

WD 26 24 338 0 0 1 

S 0 0 0 399 87 4 
ST 0 0 0 112 466 0 

L 0 0 0 12 7 567 
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The inherent assumption of parameter independence may be to blame for the Naive Bayes' low 

performance. Because these metrics were originally collected, ignoring interactions between features can result 

in the loss of useful information and be detrimental to the project. It's also worth mentioning that this strategy 

converged the quickest of all. The best artificial neural network (ANN) model's confusion matrix is shown in 

Table 8. As can be observed, mobile activities and lying down activities were both categorized extraordinarily 

well, with perfect classification accuracy at 100%. ANN outperformed all other ML algorithms in this 

experiment is clear from the table 9 results, which shows that it outperformed the benchmark test. 

Accuracy estimates from several categorization algorithms are shown in Figure 10. However, using 

data from the correlation analysis technique, the accuracy distributions for KNN and NB appear positively 

skewed, whereas those for ANN and logistic regression (LR) are rather normal, with a small variation from the 

mean. Prediction intervals and confidence intervals for the decision tree are likewise  clearly not normal. For 

data that does not fit the normal distribution, a non-parametric test is the best option for performing tests of 

significance for the model that had higher projected accuracies. 

 

 

Table 8. ANN’s confusion matrix 
Reference 

Prediction W WU WD S ST L 

W 515 0 8 0 0 0 
WU 1 460 4 0 0 0 

WD 0 3 409 0 0 0 

S 0 0 0 478 47 0 
ST  0 0 0 54 524 0 

L 0 0 0 1 0 583 

 

 

 
 

Figure 10. Accuracy distribution categorized by modeling technique 

 

 

Findings show that the artificial neural network outperforms logistic regression in terms of 

classification accuracy by a little margin. Figure 11 depicts the outcomes of the LR and ANN models. The 

outcomes of the two tests are similar, as can be seen. The statistical significance of the ANN algorithm's results 

was compared to those of the LR method. ANN outperformed all other ML algorithms in this experiment is 

clear from the Table 9 results, which shows that it outperformed the benchmark test. According to the data 

presented in Table 9 and Figure 10, the artificial neural network outperformed all of the other machine learning 

algorithms developed for this experiment by a wide margin. 

 

 

 
 

Figure 11. Density plot for LR and ANN 
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Table 9. Average accuracy (AA) list 
Model Average accuracy 

DT .59 
KNN .93 

NB .84 

LR .96 
ANN .97 

 

 

5. CONCLUSION  

Using data from a wearable sensor gadget, the researchers primarily sought to identify a user's physical 

activity. The first emphasis was on learning the most modern ways for recognizing human activity. Following 

the collection of relevant data for the study, the research team focused on feature engineering to convert the 

data so that it could be used by ML algorithms under time and memory constraints. The first method for 

calculating the correlation coefficients between several features was correlation analysis. Reducing features 

that have a high correlation with each other is the primary goal of this strategy. The study's purpose was to use 

machine learning techniques to model the condensed data in order to achieve high predicted accuracy. For both 

feature engineering strategies, the ANN had the highest average accuracy of 97%. With an average of 96%, 

the logistic regression algorithm comes in second and the KNN algorithm comes in third. The benchmark 

multiclass hardware-friendly SVM has been outperformed by these three algorithms. The 83% accuracy of the 

Naive Bayes is comparable to the benchmark. Only 57% of people were satisfied with their decision tree's 

performance. For this purpose, we employed a recursive partitioning strategy to describe the decision tree. Gini 

impureness is utilized as a splitting criterion in this investigation, however information gain can also be used. 

After seeing that increasing the K value had no positive effect on performance, the tune length of the KNN 

algorithm was set at 7. In this work, logistic regression was performed using a penalized multinomial 

regression. 
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