
Indonesian Journal of Electrical Engineering and Computer Science 

Vol. 28, No. 1, October 2022, pp. 209~219 

ISSN: 2502-4752, DOI: 10.11591/ijeecs.v28.i1.pp209-219      209

  

Journal homepage: http://ijeecs.iaescore.com 

Enhancement of automatic classification of arcus senilis-

nonarcus senilis using convolutional neural network 
 

 

Nur Farahin Bt Abdul Halim1, Ridza Azri Bin Ramlee1,3, Mohd Zaki Bin Mas’ud2, Amirul Jamaludin1 
1Faculty of Electronics and Computer Engineering, Universiti Teknikal Malaysia Melaka (UTeM), Durian Tunggal, Melaka, Malaysia 

2Faculty of Information and Communication Technology, UTeM, Durian Tunggal, Melaka, Malaysia 
3Advanced Sensors Embedded Control System Research Group (ASECs), UTeM, Durian Tunggal, Melaka, Malaysia 

 

 

Article Info  ABSTRACT  

Article history: 

Received Nov 29, 2021 

Revised Jul 2, 2022 

Accepted Jul 28, 2022 

 

 Cholesterol is a type of lipid found in the human body and is susceptible to 

abnormalities. It can be detected via lipid profiling through blood sampling. 

In addition, cholesterol can be detected through the presence of a "sodium 

ring" in the eye iris called the corneal arcus (CA), presenting a new 

preliminary detection method that is less invasive. Therefore, this paper 

proposed a non-invasive method in detecting cholesterol based on 

convolutional neural network (CNN) model representation using 300 normal 

and 300 abnormal iris images from UBIRIS and medical web images. In this 

work, contrast-limited adaptive histogram (CLAHE) and unsharp masking 

process was applied first on CA images to enhance the quality of CA 

images. To detect the CA images, the dataset was trained and tested using 

three pre-trained CNN architectures; one is created from scratch, another are 

Resnet-50 and VGG-19 architectures that were fine-tuned to the CA images. 

The best result was exhibited by proposed pre-trained CNN model created 

from scratch with 10-fold cross-validation that produced high average 

detection accuracy at 98.81%. Thus, deeper network implementation is 

recommended in the future to further improve CA localization for 

optometrists used in their daily clinical tasks in detecting cholesterol. 
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1. INTRODUCTION  

A balanced lifestyle reflects an individual’s physical and emotional well-being, which are 

inextricably linked in many cases. One of the most common physical health problems is high and low 

cholesterol in the blood vessels. Excessive cholesterol levels can lead to cardiovascular diseases such as 

stroke, high blood pressure, and myocardial infarction, hence the need to maintain a healthy blood cholesterol 

level. An individual’s cholesterol level is determined using a lipid panel or a lipid profile via a blood test 

performed after fasting for nine to 12 hours. However, it is considered an invasive method since its sole 

purpose, in this case, is to obtain a lipid profile. There are many examples of non-invasive techniques in 

disease diagnosis. For instance, the x-ray is used to view the images of bones and other structures in the body, 

while magnetic resonance imaging (MRI) creates accurate images of the body's organs and tissues, and 

computerised tomography (CT) scan detects abnormalities in the body. Thus, it is highly possible to develop 

an alternative, non-invasive method for detecting cholesterol for preliminary diagnosis rather than using the 

lipid profile, even though it does not indicate the level of high-density lipoprotein (HDL) or low-density 

lipoprotein (LDL) at this stage. With this invention, monitoring cholesterol levels would become more 

https://creativecommons.org/licenses/by-sa/4.0/
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convenient and a step towards living a healthier lifestyle. Therefore, there is a need for a less invasive 

cholesterol test like iridology technique that can help doctors identify patients with high cholesterol without 

taking a single drop of blood.  

Iridology is a technique that was discovered more than a century ago to discover information about a 

person's health by evaluating iris features such as color or pattern [1], [2]. The high level of cholesterol in the 

human body is one of the disorders that are identifiable using the iridology approach [3]. High level of 

cholesterol or lipid can change the iris pattern, a disorder referred to CA. Cholesterol deposition in the 

peripheral cornea occurs as a grey-white or yellowish opacity near the cornea's periphery, separated from the 

limbic margin by a clear corneal region known as the lucid interval [4]. CA is mostly reported in senior 

citizens, especially those aged 50 and up [5], and its incidence is rare in those under the age of 40 [6]. Urbano 

[5], lipid thickness usually ranges from 0.3 to 1 mm in width. A study by Meyer et al. [7] stated that the 

corneal lesions found in CA strongly resemble the vessel wall changes found in atherosclerotic lesions, 

suggesting its correlation with dyslipidemia patients. Figure 1 and 2 shows the differences between normal 

and abnormal eye.  

 

 

  
  

Figure 1. The normal eye  Figure 2. CA infected eye image [8] 

 

 

The rapid advancement of machine learning (ML) and image oriented deep learning (DL) is enabling 

for the development of solutions for increasingly complicated challenges. Artificial intelligence (AI) is 

becoming more appealing for medical applications, enabling for the exploration of new areas where computer 

algorithms might improve medical operations [9]-[12], also recent world-wide disease namely COVID-19 

that has been declared as a pandemic by the World Health Organization on 11th March 2020 [13]-[16]. Recent 

studies have demonstrated the potential of various non-invasive techniques in detecting cholesterol from the 

images of iris [1], [17]-[21], skin [22], [23], MRI [24], and hand pattern [25]. Most of these methods are 

based on ML algorithms that extract all the image features before training the dataset. Currently, there are a 

few computer-assisted cholesterol detection technologies based on the DL technique. Banowati et al. 

developed an application that can detect CA by using android smartphone camera. They applied pre-trained 

Inception-v3 architectures with 10-fold cross validation in classifying normal eye and CA images [21]. Putri 

and Saputro [20] proposed a CNN model consists of 20 hidden layers with four convolution layers to classify 

LDL level status into two classes (High LDL and Normal LDL). The authors also tested the dataset on 

autoencoder CNN then compared with the proposed CNN to analyse training and testing the complexity and 

the performance of the model in terms of accuracy. The proposed CNN model has yielded 97.14% 

classification accuracy [20]. Amini & Ameri applied AlexNet and VGG-16 pre-trained CNN architectures 

with 4-fold cross-validation into normal and CA images using transfer learning approach [1]. Kocejko et al. 

[9] used CNN automatic identification of the CA presence. On top of that, the author also used neural 

network models based on the VGG16, ResNet and Inception architectures. The performance of the models 

was evaluated on a set of images acquired from volunteers with a custom mobile application. They achieved 

accuracy of 88% for CA detection in a real-life scenario and F1 score of 86% [9]. 

In this study, we have proposed deep CNN model created from scratch aimed to classify normal and 

CA images. In comparison to the proposed method, two well-known pre-trained CNN models, ResNet-50 and 

VGG-19 were fine-tuned based on the dataset and used as deep models. The approach proposed in this study 

does not require any preprocessing or manual feature extraction techniques. Using normal and CA raw 

images as input, the classification and feature extraction processes were completed automatically in an end-

to-end framework. The main contributions of this study can be summarized as: 

- The fine-tuned CNN (proposed method), Resnet-50 and VGG-19 pre-trained models are proposed to 

classify normal and CA images automatically. 

- The CNN (proposed method) pre-trained models demonstrated a better classification accuracy then the 

well-known pre-trained CNN model namely Resnet-50 and VGG-19. 

- The suggested method is a strong and state-of-the-art method in classifying normal and CA images in 

the medical field. 

Corneal Arcus 
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The rest of the paper is organized as follows: the methodology is presented in section 2. Section 3 

discusses the obtained results are presented in section 2 and the whole paper is concluded in section 4. 

 

 

2. PROPOSED MATERIALS AND METHOD CORNEAL ARCUS CLASSIFICATION 

2.1.  Data collection and preparation 

Image acquisition is the action of retrieving an image from a source in image processing and 

machine vision, which is typically hardware systems such as cameras, sensors, and so on. Proença et al. [26] 

stated that the normal eye dataset can be obtain from seven free accessible iris picture databases that can be 

utilised for biometric purposes. In this study, a dataset of 150 eye images was used in this study: 75 images 

each for normal and abnormal eyes referred to as CA images. Moreover, the normal eye images were 

obtained from UBIRIS [26], which is a public database of eye images, while the abnormal eye images were 

obtained from different public medical sites.  

 

2.2.  Image pre-processing 

2.2.1. Image augmentation  

Data augmentation was used in this study to improve classification system and prevent the 

overfitting while training the network. In this study, the 150 original images of CA were rotated at 180° and 

all images were resized to 224x224 pixels to standardise the image sizes while keeping the aspect ratio of the 

original image. Figures 3 and 4 shows the sample abnormal image before and after 180° rotation of an eye 

image. In total, a dataset of 300 images were formed and ready to train using the proposed network. Besides, 

this study also experimenting grey scale representation of the 300 eye images for both normal and abnormal 

eye dataset. Figure 5 and 6 illustrate a sample of proposed dataset normal and abnormal eye. 

 

 

  
  

Figure 3. The original CA infected eye image [8] Figure 4. A sample of horizontal rotation 

 

 

   

   

   
 

 

   

   

 

 

 
 

 

  

Figure 5. RGB Normal and CA eye images with 

224x224 pixels 

Figure 6. Gray scale normal and CA eye images with 

224x224 pixels 

 

 

2.2.2. Image quality enhancement  

In this work, CLAHE and unsharp masking process was applied on CA images to enhance the 

quality of CA images. CLAHE was mainly applied for the improvement of low-contrast medical images [28], 

[29]. The CLAHE introduced clipping limit to address the issue of the noise amplification problem [30]. The 

CLAHE method uses the histogram equalization to each contextual region. The original histogram is clipped, 

and redistributed to each grey level. The sharpening process works by using the slightly blurred version of the 

original image. Then, the unsharp mask is then created by subtracting this from the original to identify the 
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presence of edges, creating the unsharp mask (effectively a high pass filter). The CLAHE and unsharp 

masking method to enhance the original image are as in (1)-(9):  

Step 1: Calculating the average number of pixels per region.  
 

NA =  
(NA × NY)

NG
 (1) 

 

NA is the average number of pixels, NX and NY is the number of pixels in the X and Y dimension, Ng is the 

number of gray levels. 

Step 2: The actual clip limit can be expressed. 
 

NA =  NX  ×  NNCL (2) 
 

NNCL is the clip limit that normalized clip limit in the range of 0 until 1.  

Step 3: The clip limit is used for the height of histogram. 
 

Hi =  {
NNCL

Ni
 if Ni ≥ NCL

else
 i = 1, 2, … … , l − 1 (3) 

 

Hi, Ni, l is the height of the histogram of iteration per tile, the histogram of iteration tile and the number of 

gray levels respectively. 

Step 4: The average of the remain pixels to distribute to each gray level. 

 

NC =  (NX  ×  NY) ∑ Hi
L−1
i=0  (4) 

 

The number of clipped pixels is denoted as NC.  

Step 5: The number of pixels to be redistributed. 

 

NR =  
NC

L
  (5) 

 

The pixels can be redistributed either in a uniformly or non-uniformly. The number of pixels to be 

redistributed as NR. The number of undistributed pixels is computed as in (4) and (5) until all pixels are 

redistributed as in (6) is repeatedly.  

 

Hi =  {
NNCL

Ni + NR
 if Ni+ NR ≥ NCL

else
 i = 1, 2, … … , 1 − 1 (6) 

 

Step 6: Cumulative histogram of the contextual region. 

 

Ci =  (
1

(NX×NY
) ∑ Hj

i
j=0  (7) 

 

The histogram of the contextual region is matched with uniform, Rayleigh, or exponential probability 

distributions once all computations are completed, resulting in a defined brightness and visual quality. 

Assuming we have a pixel P (x, y) with a value of s and four center points R 1, R 2, R 3 and R 4 that 

correspond to the neighbor tiles. Over these four contextual areas, a weighted total is computed. The tiles are 

blended for the output image, and bilinear interpolation is used to remove blemishes between the independent 

tiles. The new value of s, represented as s', is derived from (8). 

 

S′ =  (1 − y)((1 − x) × R1(s) + x × R2(s)) + y((1 − x) × R3(s) + x × R4(s))) (8) 
 

Step 7: The traditional unsharp masking  

 

 y(m, n) = x(m, n) + λ(m, n) × z(m, n) (9) 

 

In the formula (9), x(m, n)is the original image signal, y(m, n) is the enhanced image signal, z(m, n) is the 

enhancement operator, λ(m, n) is the enhancement coefficient and is used to control the degree of 

enhancement, denote λ(m, n) > 0. z(m, n) often has the rotational invariance. 

After these steps, the enhanced image can be obtained. Figure 7 and 8 shows a result of image 

quality enhancement using CLAHE and unsharp masking process. 
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Figure 7. The original abnormal image Figure 8. The abnormal image after using proposed 

method of image enhancement 

 

 

2.3.  Model architecture and feature extraction 

In this analytical study, the MATLAB R2020b programmed was used in developing the proposed 

method. The training data is further divided into two parts: Training and validation data with a ratio of 70% 

and 30%, respectively, to determine if the model exhibits overfitting. This study utilized a pre-trained CNN 

(proposed method), ResNet-50 and VGG-19 models trained with 10-fold cross validation on normal and CA 

dataset and fine-tuned based on the training images. Initially, different CNN architectures are employed for 

feature extraction, which are combined into three fully connected layers for classification tasks. The 

combined features contain multiple features extracted from a single descriptor. These features may represent 

to express shape descriptors like circularity, roundness, and compactness [31]. In the proposed framework, 

two well-known pre-trained CNN models: Resnet-50, and VGG-19 are used as feature extractors for CA 

classification in eye dataset. The following sub-sections discuss the essential structure of each adopted CNN 

architecture.  

 

2.3.1. Residual neural network  

Residual neural network (Resnet) is a well-known pre-trained model that took first place in the 

ImageNet Large-scale visual recognition challenge (ILSVRC) classification competition in 2015, with a top-

five error rate of 3.57% [32]. A brief architecture of ResNet-50 is shown in Figure 9. The network is 

separated into four stages, except stage 1, each of which has a convolutional block and an identity block. Each 

convolutional block and identity block had three 1x1 and 3x3 convolutional layers and one 1x1 convolutional 

layer. Convolution, batch normalisation, rectified linear regularisation unit (ReLU), and maximum pooling 

are among the four layers that make up Stage 1. Finally, there is an average pooling layer, a fully connected 

layer, and a SoftMax activation function in the network. As part of the fine-tuning technique, in this study, the 

last entirely interconnected layers were changed, and the entire network was retrained. Resnet model was 

fine-tuned with 50 layers on the augmented training set to classify the iris dataset. Fine-tuning starts with 

removing the fully connected layer of the ResNet-50 and then remodelling it to three fully connected layers 

with two output neurons at the output layer which correlate to the number of dataset class (normal and CA) 

and 50% dropout layer. The network was trained using the Adam optimization algorithm approach with a 

batch size of 20 images for each iteration. To reduce the problem of overfitting, the error and  

performance rate on validation images were observed. The ResNet-50 was found to achieve the highest 

training accuracy and best performance at epoch 10. The underlying architecture of fine- tune Resnet is 

illustrated in the Figure 10. 

 

2.3.2. Visual geometry group network 

Visual Geometry Group Network namely VGGNet is similarly to AlexNet, but with additional 

convolutional layers. VGGNet consists of 13 convolutional layers, equalisation layers, pooling layers, and 3 

fully connected layers [31]. A brief architecture of VGG-19 is shown in Figure 11. The fine-tuning of VGG-

19 was done by remodelling it to three fully connected layers with two output neurons at the shallow layer of 

the model which corresponds to the number of labels and removing the original softmax layer and replacing it 

with our own. The network was trained using the Adam optimization algorithm, with each iteration using a 

batch size of 20 photos. The error and performance rates on the validation images were observed to avoid the 

problem of overfitting. The underlying model of fine- tune Resnet is shown in the Figure 12. 

 

2.3.3. Convolutional neural network (proposed method) 

This section describes the model architecture and training settings for the CNN used to classify 

normal and CA images. Extensive testing is performed to determine the best learning parameters that improve 

the neural network. The CNN architecture employed for the classification of CA images is shown in Figure 

13. In this study, all convolutional operations are carried out with convolutional filters of size 3×3 with zero 
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padding; all pooling operations are carried out with max-pooling windows of size 5×5; input images for the 

model are 32×32. In developing the proposed architecture, we consider the size of the available training data 

to build a learning model that is significantly regularized. For example, we use batch normalization and 

dropout training techniques, which have been shown to improve model generalization and reduce overfitting. 

To optimize the proposed model, we use minibatch over Adam optimization algorithm; we use a batch size of 

20. Furthermore, we use a learning rate of 0.001 and train the model for 10 epochs. The learning curve for the 

trained CNN. The average validation accuracy is 98.81%. The proposed system for identification of CA is 

tested with some CA images obtained from different sources available online. The experimental results show 

that the developed CA identification framework is able to classify the normal and CA images with an average 

of 98.81% accuracy. Unlike previous works in which the suggested approach is trained and tested on the same 

dataset, the method proposed in this paper was trained and validated on one dataset before being tested on a 

completely other dataset and producing promising results. 

 

 

  

  

Figure 9. The brief architecture of ResNet-50 Figure 10. The fine-tuning of ResNet-50 architecture 
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Figure 11. The brief architecture of VGG-19 Figure 12. The fine-tuning of VGG-19 architecture 

 

 

 
 

Figure 13. CNN architecture (proposed method) 

 

 

3. RESULTS AND DISCUSSION  

In this study, we investigated the suitability of a state-of-the-art deep convolutional neural network 

for CA identification using images. We focused on fine-tuning Resnet-50, VGG19 and CNN with 180, 49, 

and 19 layers respectively. Each CNN's training and block wise fine-tuning takes roughly 12-30 minutes, 

depending on the parameters chosen for training and fine-tuning, appropriate convergence, training validation 

accuracy, and error. VGG-19 model took more than 30 minutes in classifying CA whereas Resnet-50 and 

CNN took less than 15 minutes as shown in Table 1.  

 

 

Table 1. The average execution time of training in each model  
Model Time Elapsed (s) 

Resnet50 784.7 
VGG19 1822.8 

CNN (Proposed method) 658.8 
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Therefore, the classification of CA using deep learning method is challenging and time consuming. 

We examine the improvement of training validation accuracy and error to determine the optimal convergence 

of each CNN by observing the validation accuracy and error. If no improvement detected, the training is 

automatically terminated. In this research, all models: CNN (proposed method), Resnet-50 and VGG-19 was 

evaluated using performance measures in calculating the classification accuracy, as in (10) generated from the 

confusion matrix which is the total number of correct predictions divided by the total number of predictions 

as depicted in Figure 14. 

 

 

 
 

Figure 14. The sample of confusion matrix from CNN model 

 

 

Accuracy =  
𝐓𝐏+𝐓𝐍

𝐓𝐏+𝐅𝐏+𝐓𝐍+𝐅𝐍
 (10) 

 

where TP=True Positive, TN=True Negative, FP=False Positive, FN=False Negative. 

 

 

According to the training result in Table 2, Resnet50 and CNN outperform VGG-19 on a consistent 

basis, at a certain point, the training and validation losses both reduce and stabilise with increased number of 

iterations as shown in Figures 15. The CNN (proposed method) learning and loss curves as shown in Figure 

15(a). The Resnet-50 learning and loss curves as shown in Figure 15(b), The VGG-19 learning and loss 

curves as shown in Figure 15(c). For the 1st iteration, CNN achieved better training accuracy of 82.0% with 

the training loss of 1.34124. When the number of iterations increase, Resnet50 achieved the highest training 

accuracy in classifying the CA. Overall, good accuracy results were achieved on all model with more than 

80% training accuracy and significantly reduced training loss even after the 50th training iteration except for 

VGG19.  

 

 

Table 2. The average accuracy and loss of training per iteration 
Model Iteration Training Accuracy % Training Loss 

Resnet50 1 78.5 0.36315 

 50 86.5 0.19794 

 100 88.5 0.19225 

VGG19 1 46.0 2.26557 

 50 60.0 2.77418 

 100 73.5 1.28786 
CNN (Proposed method) 1 82.0 1.34124 

 50 85.5 0.18368 
 100 87.0 0.19178 

 

 

The Resnet-50 and VGG-19 architectures each obtain an average classification accuracy of 98.91 

percent, and 76.52 percent, respectively, as shown in Table 3, whereas the suggested method achieves an 

accuracy of 97.525 percent. All models had over 80% testing accuracy after fine-tuning with 10 epochs, 

except VGG-19. CNN (proposed method) had the best training accuracy and lowest training loss of 0.19178 

followed by lowest execution time achieved compared to the other models, while VGG19 performed poorly 

with the least accuracy and highest training loss. Even though CNN achieved the best result, Resnet50 
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achieved classification accuracy of 98.04% slightly difference with the CNN model. In comparison to the 

three architectures, these results suggest that the CNN (proposed method) achieves excellent accuracy in CA 

identification and classification. 

 

 

  
(a) (b) 

 

 
(c) 

 

Figure 15. A sample of graph from training progress (a) the CNN (proposed method) learning and loss curves, 

(b) the Resnet-50 learning and loss curves, and (c) the VGG-19 learning and loss curves 

 

 

Table 3. The classification accuracy (%) for each model in each fold. 
 1 2 3 4 5 6 7 8 9 10 Avg. Accuracy 

Resnet50 98.91 100 98.00 98.00 97.83 99.00 97.83 100 91.00 100 98.04% 

VGG19 81.52 82.00 51.00 83.00 92.39 87.00 51.09 83.70 61.00 93.48 76.52% 

CNN (Proposed method) 96.74 100 100 100 97.83 100 98.91 97.83 100 96.74 98.81% 

 

 

4. CONCLUSION  

In this paper, we proposed a non-invasive technique for detecting cholesterol based on the 

representation of convolutional neural network (CNN) models utilizing 300 normal and 300 CA eye images 

from UBIRIS and medical online images respectively. The ResNet-50 network achieved satisfactory results 

when compared with other models. Moreover, the best result was demonstrated by the proposed pre-trained 

CNN model created from scratch with 10-fold cross-validation, producing high average detection in terms of 

accuracy at 98.0%. Compared to previous CNN research, a deep learning approach methodology considerably 

improved the accuracy of CA screening in this study. Even though the performance of the architecture is 

good, further study is needed to optimize the time execution and include larger databases to determine its 

effect on the classification process. This technique also can be used to diagnose eye problems caused by 

several types of eye diseases such as cataract, glaucoma, diabetes, tumors, and pterygium. 
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