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Abstract 
In this paper, we propose a novel algorithm to identify communities in complex networks based 

on the node belonging degree. First, we give the concept of the node belonging degree, and then 
determine whether a node belongs to a community or not according to the belonging degree of the node 
with respect to the community. The experiment results of three real-world networks: a network with three 
communities with 19 nodes, Zachary Karate Club and network of American college football teams show 
that the proposed algorithm has satisfactory community structure detection. 
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1. Introduction 
As one of the characteristics of the complex network in physical meaning and 

mathematical features in-depth study, it was found that many of the actual networks have the 
community structure [1]. The entire network consists of a number of "groups" or "clusters", in 
which network nodes are joined together in tightly knit groups, among them there are looser 
connections. 

So far, people have proposed many algorithms to find the community structure of 
complex networks. Kernighan-Lin algorithm [2] divides the network into two communities which 
sizes are known based on greedy algorithm. Wu and Huberman present a method [3] which is 
based on notions of voltage drops across networks that are both intuitive and easy to solve 
regardless of the complexity of the graph involved. GN algorithm [4] works by using information 
about edge betweenness to detect community peripheries. Newman and Girvan proposed a 
different technique [5], which focuses on currents flowing on edges of a network in order to 
discover communities. Clique percolation [6], introduced by Palla, Derényi and Vicsek Nature, 
is a deterministic community detection method which allows for overlapping communities and 
is purely based on local topological properties of a network. On the basis of the above 
algorithm, Kumpula and others present a sequential clique percolation algorithm (SCP)[7] to do 
fast community detection in weighted and unweighted networks. Another view is that the 
problem of overlapping community detection can be converted into traditional fuzzy clustering 
problem, through the calculation of fuzzy membership degree to reveal the relationship of 
nodes and communities [8].  LMF algorithm [9], which consists of finding the local maxima of a 
fitness function by local, iterative searching, enables each node to be included in more than 
one module, leading to a natural description of overlapping communities. Mixture models of 
community structure were built by the use of probability method to make a study of community 
structure of complex networks to find the largest community structure [10]. Evans and Ahn see 
the edge as the research object to identify communities in complex networks respectively [11, 
12]. 

Although the algorithms above can solve the problem of detecting the communities, 
but the complexity of those are all associated with the structure of the entire network and need 
higher time and space complexity. In this paper, according to the belonging degree of a node 
with respect to the community, we present a different method to determine whether the node 
belong to the known community or not. This method only according to the network’s local 
features discovers the community structure of the network, ignoring the size of the network. In 
this paper, the node belonging degree defined is different from membership degree [8]. 
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2. Basic Concepts and Algorithm Description 
2.1. Node Clustering Coefficient 

In this paper, the network is simple undirected graph without isolated nodes. 
Suppose the degree of node v is k and the number of the edges between the neighbor 

nodes of node v is e in the network G = (V, E). The clustering coefficient of node v is defined 
by: 
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Obviously, the smaller clustering coefficient of one node says the neighbor nodes of 

this node have loose connection with each other. On the other hand, the larger clustering 
coefficient of one node indicates the tightly connections between the neighbor nodes, the more 
likely the neighbor nodes belong to the same community. 

 
2.2. The Node Belonging Degree 
2.2.1. Definition of the Node Belonging Degree 

Definition: Suppose C is a community in the network G = (V, E), which is a subgraph 
induced by some nodes of G. For node v in G, the belonging degree of node v with respect to 
community C is defined as: 
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Where k is the degree of node v, m is the number of neighbor nodes of node v in 

community C. 
We know from the definition that the belonging degree of node with respect to the 

community ranges from 0 to 1. The closer to 1 the value b, the tighter the node v belongs to 
the community; and the closer to 0 the looser the node v belongs to the community. We merge 
the node into community based on the node belonging degree. 

 
2.2.2. Threshold of Node Belonging Degree 

We give a threshold b0 of node belonging degree. If the belonging degree of a node 
with respect to a community is greater than the given threshold b0, we incorporate the node 
into this community. However, if the given threshold b0 is too small, there may be multiple 
nodes belonging to more than one community and this will affect the division of community. 
Setting the threshold of belonging degree b0 ≥ 0.5 can solve this problem, because the 
belonging degree of one node with respect to multiple communities cannot be greater than 0.5 
at the same time. Hence, we set the threshold of belonging degree b0 = 0.5. If too many nodes 
whose node belonging degree with respect to the community is less than b0, we can reduce 
the threshold b0. (In the further work, we want to consider how to appropriately reduce b, 
temporarily not considered in this paper).  

It is possible that there exists a node whose belonging degree with respect to a known 
community is less than b0, but if we add this node into the known community, the belonging 
degree of its neighbor node with respect to the known community will greater than b0 and the 
belonging degree of this node with respect to the known community will also become greater 
than b0 after adding its neighbor node into the known community. As shown in Figure 1, 
supposing we set the belonging degree threshold b0 = 0.5, either the belonging degree of node 
1 with respect to the known community or belonging degree of node 2 with respect to the 
known community is 0.25, and then they cannot be added into the known community at this 
moment. But if we put one of them into the known community, all of the belonging degree of 
them become 0.5. As a result, they can be added into the known community.  
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Figure 1. The Discussion of Belonging Degree Threshold 
 
 
Therefore, by assuming a smaller belonging degree threshold b1 we detect the initial 

community roughly, and then we use a larger belonging degree threshold b2 to verify whether 
the belonging degree about every nodes with respect to the initial community is greater than b2 
or not. If the node cannot meet our requirement, remove it. 

 
2.3. Description of the Algorithm 

The outside nodes of a community which directly connect with a node inside the 
community are defined as neighbor nodes of the community. 

We define the two belonging degree thresholds are b1 and b2, and Gj = (Vj, Ej) is the j-
th community in network G = (V, E). First, by computing the clustering coefficients between a 
node and its neighbor nodes whose degree is greater than 2, we can find the largest one vi, set 
node vi and its neighbor nodes as the initial community Gj. Next, we compute the belonging 
degree b of nodes which are neighbor nodes of community Gj and add the nodes whose 
belonging degree b > b1 into the community Gj. Finally, we calculate the belonging degree of 
nodes in community Gj, and remove the nodes whose belonging degree of community Gj with 
b < b2. Repeat the whole process above until all of the communities are found. There may be 
some nodes in the network whose belonging degree of every known community is smaller than 
b2, adding each of them into the community where the belonging degree of the node with 
respect to this community is the maximal respectively. 

We describe the detail of the algorithm as follows. 
INPUT: one undirected network G = (V, E), belonging degree thresholds b1, b2(b2> b1), 

and set V0 = V, j = 0. 
OUTPUT: the community structure of network G. 
Step 1. If there aren’t nodes in V0 whose degree greater than 2 computed in G, do 

step 5. Otherwise set j = j + 1. 
Step 2. Select a node whose degree greater than 2 in V0, compute all the clustering 

coefficients of this node and its neighbor nodes in V0 whose degree greater than 2. Choose the 
largest clustering coefficient node, set this node and its neighbor nodes in V0 as Vj, and get the 
initial community Gj.  

Step 3. Compute the belonging degree b of every neighbor node of Gj in V0 with 
respect to Gj, add the node into initial community Gj if b > b1. 

Step 4. Compute the belonging degree b between the nodes in Vj with respect to Gj, 
remove the nodes with b < b2. Set V0 = V0 - Vj, return to step 1. 

Step 5. If j = 0, return G, stop. If j ≠ 0, we compute the belonging degree between the 
node in V0 with respect to every community as above respectively, and then we add the node 
into the community which the belonging degree between the node with respect to the 
community is the greatest until V0 becomes empty. Finally, we get the communities G1, G2, …, 
Gj, stop.  

If there isn’t node whose degree greater than 2 in network, we think the community 
structure of this network is not obvious and then we see the entire network as a community. 
 
 
3. Experiment and Analysis 
3.1. A Network with Three Communities with 19 Nodes 

A network with three communities composed as shown in Figure 2, the number of 
nodes in this network is 19. The network can be clearly divided into three groups obviously 
[13]. 
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Figure 2.  A Network with Three Communities with 19 Nodes 

 
 
According to algorithm presented in this paper we set two belonging degree thresholds 

b1 = 0.4, b2  = 0.5. Select a node whose degree is greater than 2, node 1 for example. 
Compute the clustering coefficients of node 1 and its neighbor nodes whose degree greater 
than 2 and draw the clustering coefficient 2/3 of node 3 is biggest. So we set node 3 and its 
neighbor nodes as community G1 = (V1,E1) including node 3, 1, 2, 4, 6. Compute the belonging 
degree b of every neighbor node of G1 with respect to community G1 respectively as shown 
below. the belonging degree of node 0 with respect to G1 is 1 which greater than belonging 
degree thresholds b1, add node 0 into community G1; the belonging degree of node 5 is also 1, 
and then we add node 5 into community G1; the belonging degree of node 7 is 0.2 which is 
smaller than b1, then we not need add the node 7 into G1. As result, there isn’t node whose 
belonging degree of G1 is greater than b1, therefore we obtain V1 = {0,1,2,3,4,5,6}. Due to the 
limitation of space, this paper list only the process of getting the first community. Repeat the 
above steps will get three communities, the result is the same as in [13]. 

Experiments indicated that belonging degree thresholds b1, b2 in this network can be 
set to other values. If b1 is in (0.25, 0.5) and b2 is in (0.25, 0.75), the results are the same. 
 
3.2. Zachary Karate Club 

 Zachary Karate club network [2] is a classical social network. In the early 1970s, 
Zachary constructed a relationship network about the members of karate club in a university. 
34 nodes and 78 edges in the network, the node represents a club member, and the edge was 
the relationship between members. This network has been divided into two small communities 
and represented by the nodes 1 and 33. So, the algorithm is slightly modified as follows. 

Set b1 = 0.4 and b2 = 0.5 as two belonging degree thresholds. Set node 33 and its 
neighbor nodes in community G1 = (V1,E1). Select a neighbor node of G1, node 29 for example. 
Compute the belonging degree of node 29 with respect to G1, get the belonging degree is 1 
greater than b1, so add the node 29 into the community G1. And compute the belonging degree 
of other neighbor nodes with respect to community G1, if the belonging degree greater than b1, 
add the node into the community G1 too. Meanwhile, computing the belonging degree of node 
in community G1 with respect to G1, if the degree less than b2, remove the node from the 
community G1. By this way, we get community G1, and other nodes compose community G2.  

 
 

Figure 3. Zachary Karate Club Network 
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The community obtained by this algorithm is roughly the same with the result of the 
Kernighan-Lin algorithm[2]. As shown in Figure 3, it is consistent with [2] besides the node 3. In 
Figure 3, we can find the node 3 is between the two communities, the belonging degree 
between node 3 and each of the two communities is 0.5. The experiment result is consistent 
with [2] when the belonging degree thresholds b1 in (1/3, 0.5) and b2 in (0.5, 2/3). 

 
3.3. College Football Network 

College Football network is a network model constructed by Newman [5], it was about 
league football match between American college students in 2000. There were 115 nodes, 616 
edges and 12 commuities in the network. Each node represents a football team, and each 
edge represents a match between two teams. This network is as shown in Figure 4. 

 
 

 
 

Figure 4. College Football Network 
 
 

By algorithm, set b1 = 0.3 and b2 = 0.4. First select a node which degree greater than 
2, for example node 0. Computing the clustering coefficient of node 0 and the neighbor nodes 
of node 0, we can find the largest clustering coefficient of the nodes are node 41 and node 93, 
they are all 0.53. Take one of them, such as node 41, add the node 41 and its neighbor nodes 
into community G1. Compute the belonging degree between the community G1 and its 
neighbor nodes, then compare the result with b1, it is shown that they are all less than b1. 
Computing the belonging degree of nodes in G1 with respect to G1, get the belonging degree of 
the node 8, 40, 67 is 0.2, 0.1, 0.25 respectively. They are all less than b2, remove these three 
nodes from community G1 and get the community G1. Repeat the above process, and get the 
other 10 communities. 

There are 11 communities according to our algorithm, but lack the team composed of 
node 36, 42, 80, 82, 90. In fact, this team represents Independents. The matches between 
Independents are little, the edges between these five nodes are less, so the Independents 
should not be counted as a single community. The community structure by this algorithm is 
shown in Figure 5. 

 
Figure 5. College Football Network Obtained by this Algorithm 
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By experiment, the results are the roughly the same when the belonging degree b1 is 
in (0.25,0.4) and b2 is in (0.4,0.5). The correct rate of the GN [4], LP [14], FCM [8] and this 
algorithm is shown in Table 1. 

 
 

Table 1. Contrast 4 Algorithms Accuracy 
algorithm Number of communities accuracy /(%) 

GN 11 78 

LP 11 87 

FCM 10 90 

Algorithm in this paper 11 88 

 
 
4. Conclusion 

In this paper, we present a new method to divide community structure quickly in 
complex network based on node belonging degree with respect to the community. Compared 
with other methods, this method does not need to know the complexity of the network, the 
number of nodes and the number of communities in network. When we want to know which 
community the node belongs to (such as Zachary Karate club network), then the algorithm is 
simpler. Meanwhile, this method reduces the time and space complexity because it only needs 
to know the local message of the network. For a network with three communities with 19 
nodes, Zachary Karate club network and College Football network, the experiment results 
show that this method is feasible. 
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