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 The support vector machine (SVM), one of the most effective learning 

algorithms, has many real-world applications. The kernel type and its 

parameters have a significant impact on the SVM algorithm's effectiveness 

and performance. In machine learning, choosing the feature subset is a crucial 

step, especially when working with high-dimensional data sets. These crucial 

criteria were treated independently in the majority of earlier studies. In this 

research, we suggest a hybrid strategy based on the Harris Hawk optimization 

(HHO) algorithm. HHO is one of the lately suggested metaheuristic 

algorithms that has been demonstrated to be used more efficiently in facing 

some optimization problems. The suggested method optimizes the SVM 

model parameters while also locating the optimal features subset. We ran the 

proposed approach HHO-SVM on real biomedical datasets with 17 types of 

cancer for Iraqi patients in 2010-2012. The experimental results demonstrate 

the supremacy of the proposed HHO-SVM in terms of three performance 

metrics: feature selection accuracy, runtime, and number of selected features. 

The suggested method is contrasted with four well-known algorithms for 

verification: firefly (FF) algorithm, genetic algorithm (GA), grasshopper 

optimization algorithm (GOA), and particle swarm algorithm (PSO). The 

implementation of the proposed HHO-SVM approach reveals 99.967% 

average accuracy. 
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1. INTRODUCTION 

Support vector machines (SVMs) are powerful tools in machine learning utilized to solve 

classification and regression problems [1]. The maturation of complex applications has made the employment 

of SVM vital [2]. SVM is a robust machine learning method for addressing classification and regression 

problems [3]. For the purpose of improving various cognitive and learning algorithms, bio-inspired systems 

have been thoroughly researched, SVM a popular supervised classification technique, is one of these 

algorithms. Vapnik was the one who initially devised and used SVM [4]. The SVM method attempts to find 

the ideal hyperplane that separates two classes by maximizing the distance between the edge of the hyperplane 

and the data points in the provided data set [5], [6]. One of the most well-known supervised models is the SVM 

algorithm, which is regarded as one of the best approaches in the field of machine learning. When compared 

to other techniques, SVM has certain strong advantages, including good generalization performance and the 

https://creativecommons.org/licenses/by-sa/4.0/
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ability to produce high-quality decision limits founded on a trivial portion of training data points. Furthermore, 

the SVM excels in modelling intricate and non-linear relationships [7].  

Different kernel functions have been employed by researchers to forecast SVM kernels. Because it 

changes just one parameter, the radial basis function (RBF) is a better function [8]. Cost (C) and gamma (γ), 

two SVM parameters, are modified by RBF [2]. SVM has been utilized in the literature for image retrieval [9], 

pattern recognition [10], human emotion recognition [11], spam categorization [12], cancer diagnoses [3], 

gender classification [13], and feature selection [14].  

Despite the SVM algorithm's numerous benefits, it also had certain drawbacks, such as sensitivity to 

the parameter values at start-up. The cost (C) and kernel variables, like the gamma (γ) in the radial basis 

function (RBF) kernel, are among these variables. The simplification act of the SVM can be adversely affected 

by improper parameter selection. Along with this drawback, SVM is similar to many other machine learning 

algorithms in that its act is based on the features of the chosen data set, which is crucial for enhancing 

simplification performance, boosting computational efficiency, cutting down on running time, and producing 

very accurate classification models [15].  

Harris Hawks optimizer (HHO) is a unique population-based, nature-inspired optimization algorithm. 

The cooperative attitude and surprise pounce pursuing technique of Harris' hawks in nature serve as the major 

sources of inspiration for HHO. In this clever tactic, many hawks work together to attack on a victim from 

various angles in an effort to surprise it. Founded on the dynamic nature of situations and the prey's fleeing 

movements, Harris Hawks can exhibit a variety of pursuit strategies. When compared to well-known 

metaheuristic methods, the HHO algorithm offers highly hopeful and irregularly competitive outcomes [16]. 

In this study, we present a brand-new HHO-SVM model that utilizes HHO in conjunction with SVM 

for the first time. This method makes use of HHO to concurrently perform feature selection and SVM parameter 

optimization. The model's objective is to use the fewest number of features while still maximizing SVM's 

classification accuracy. By comparing HHO-SVM with four other state-of-art algorithms, we demonstrated its 

high presentation. The other algorithms are the firefly (FF) algorithm [17], genetic algorithm (GA) [18], 

grasshopper optimization algorithm (GOA) [19], and particle swarm algorithm (PSO) [20]. 

The HHO algorithm works fast because it runs with a speed Levy and greedy choosing [21]. The 

proposed approach, HHO-SVM, is examined on (17) real biomedical datasets for Iraqi cancer patients [22], as 

listed Table 1. The proposed HHO-SVM results attained higher feature selection accuracy, lower runtime and 

fewer selected features compared to the other four algorithms. 

The rest of this paper is structured as follows: the next section provides an outline of what has been 

done in the literature on some algorithms that have been employed in feature selection. Section 3 presents the 

basics of the Harris Hawk optimizer (HHO). The proposed HHO-SVM paradigm is discussed in section 4. In 

section 5, the experimental results are presented and analysed. Finally, in section 6, conclusions and future 

work are presented. 

 

 

2. LITERATURE REVIEW 

In feature selection, a variety of heuristic optimization strategies are used.; in this section, a 

fewheuristic optimization algorithms are presented. Huang and Wang [18] suggested and examined the usage 

of a genetic algorithm for instantaneously first choosing an optimum feature subset and second optimizing 

support vector regression factors (SVR) to increase the accuracy of the software power estimations. They 

described tests executed with two datasets of software plans. The simulations in both datasets showed that the 

suggested GA-based algorithm was capable of considerably improving the SVR performance. Khushaba et al. 

[23] modified differential evolution (DE) algorithm and proposed DEFS for feature selection. DEFS greatly 

decreased the computational costs and demonstrated robust performance. The DEFS approach was employed 

in a brain computer interface (BCI) application and compared with additional dimensionality lessening 

methods. Their results confirmed the importance of the proposed DEFS by obtaining an optimum solution and 

using less memory. 

Lin et al. [24] developed particle swarm optimization (PSO) to determine the parameter and feature 

selection of the SVM, named PSO+SVM. They concurrently determined the support vector machine (SVM) 

kernel values while finding a feature subset without decreasing the accuracy of SVM classification [24]. The 

logistic and tent maps are two forms of chaotic maps that the particle swarm optimization (BPSO) technique 

depends on. In order to compute inertia, chaotic maps are employed as concealed in BPSO. In this approach, 

feature selection is highly accurate. The outcomes shown that the chaotic binary particle swarm optimization 

technique (CBPSO), which is based on the covering map, has greater accuracy than that of the logistic map 

[25]. 

The bat algorithm (BA), which is effectively utilized in feature selection, is modelled after how bats 

navigate flight pathways. BA doesn't need the usage of challenging operators like mutation and crossover. In 

essence, it alters the volume, frequency, and locations of bats. This approach guarantees accurate classification 
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and lowers the size of the feature set [26]. By Emary et al. [17], the firefly algorithm (FF) was modified to 

propose a feature selection system. The modified FF was balanced adaptively to speed up the exploration and 

exploitation phases and find the optimum solution accordingly [17]. 

MVO in feature selection is based on employing a multiverse optimizer (MVO), a modern cosmology-

inspired technique in selecting the best features and simultaneously optimizing the variables of the support 

vector machine (SVM). The outcomes shown that MVO can effectively reduce the number of characteristics 

picked while maintaining a high level of prediction accuracy [27]. 

By Emary et al. [28], a gray wolf optimizer was employed to find the optimum feature subset. In this 

paper, a comparison was performed with particle swarm optimization (PSO) and genetic algorithms (GAs) 

using a set of UCI data repositories. The authors approved the supremacy of the proposed algorithm in both 

classification accuracy and feature size minimization. Furthermore, the grey wolf optimization algorithm is 

more powerful than initialization in both PSO and GA optimizers. 

The salp swarm algorithm [29] was developed to be used in feature selection. The accuracy and 

runtime of the proposed SSA-FS are compared with particle swarm optimization and differential evolution. In 

this study, bladder, breast, and colon cancers for Iraqi patients and synthetic datasets for evaluation were 

employed. The proposed SSA-FS attained the uppermost accuracies with shorter runtime compared with other 

selected algorithms. Ibrahim [19] optimized SVM parameters and selected features by a grasshopper 

optimization algorithm (GOA). It approved its capability to solve real-world issues with unknown search space. 

 

 

3.  HARRIS HAWK OPTIMIZER 

The main approach of Harris hawks to hunt prey is “surprise pounce”, which is also known as the 

“seven kills” strategy. In this smart approach, some hawks go to supportively hit from diverse paths and 

concurrently converge on a perceived run away rabbit out the covering. This attack may speedily be done by 

arresting the surprised prey in limited seconds, but sometimes, concerning the run-away skills of the prey, the 

"seven kills" may consist of many short, fast rushes close to the prey in minutes [16]. 

 

3.1.  Exploration phase 

In HHO, Harris hawks lounge accidentally in some positions and wait to perceive a hunted rabbit 

founded on two strategies. The first strategy is modeled in (1) with considering an equal probability p for each 

lounging strategy, they lounge depending on the other family members' locations and the hunted animal (i.e., 

the rabbit) [16]. 

 

𝐴(𝑡 + 1) =  {
𝐴𝑟𝑛𝑑(𝑡) − 𝑟𝑑1|𝐴𝑟𝑛𝑑(𝑡) − 2𝑟𝑑2𝐴(𝑡) | 𝑝 ≥ 0.5

(𝐴ℎ𝑡𝑑(𝑡) − 𝐴𝑎𝑣𝑔(𝑡)) − 𝑟𝑑3(𝐿𝑏𝑛𝑑 + 𝑟𝑑4(𝑈𝑏𝑛𝑑 − 𝐿𝑏𝑛𝑑)) 𝑝 < 0.5
 (1) 

 

Where 𝐴(𝑡 + 1) represents the hawk position vector in the following iteration t, 𝐴ℎ𝑡𝑑(𝑡) is the hunted rabbit 

location, 𝐴(𝑡) is the present hawk position vector, and 𝑟𝑑1, 𝑟𝑑2, 𝑟𝑑3, 𝑟𝑑4, and 𝑝 are random numbers within 

(0,1) that are modified in every iteration. The upper and lower bounds of the parameters are represented by 

𝑈𝑏𝑛𝑑 and 𝐿𝑏𝑛𝑑, respectively. A randomly chosen hawk from the present population is denoted by 𝐴𝑟𝑛𝑑(𝑡), 

where 𝐴𝑎𝑣𝑔 represents the average location of the present hawk population. The average location of hawks is 

calculated by (2): 

 

𝐴𝑎𝑣𝑔(𝑡) =  
1

𝑀
∑ 𝐴𝑖(𝑡)𝑀

𝑖=1   (2) 

 

where 𝐴𝑖(𝑡) represents each hawk location at iteration t and 𝑀 indicates the entire number of hawks. 

 

3.2.  Exploration to exploitation transition 

In the HHO algorithm, the transition from exploration to exploitation is done based on the prey 

escaping energy. The prey energy drops significantly through escape. In this step, the rabbit energy is 

demonstrated as: 

 

𝑃 = 2𝑃0 (1 −
𝑡

𝑇𝑚𝑎𝑥
) (3) 

 

where the rabbit run-out power is denoted by 𝑃, 𝑇𝑚𝑎𝑥 is the maximum iteration, and the initial value of the 

rabbit power is denoted by 𝑃0. 
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3.3.  Exploitation phase 

In this phase, Harris hawk birds achieve the "surprise pounce or seven kills" [30] by launching the 

purposed prey marked in the exploration phase. However, prey usually try to run in risky situations. Later, 

diverse hunting styles occurred in actual situations. As stated by the escape conduct of the prey and hunting 

strategies of Harris hawk birds, four probable strategies are suggested in the HHO algorithm to state the 

launching stage. By nature, prey always tend to run away from dangerous situations. The opportunity to run 

away is denoted by 𝑟𝑑 ; if the prey successfully runs away, 𝑟𝑑 < 0.5; otherwise, 𝑟𝑑 ≥ 0.5. 

 

 

4. THE PROPOSED HHO-SVM PARADIGM 

The main goal of the proposed HHO-SVM is to select as few features as possible while maintaining 

increasing SVM classification accuracy. Here, not only collecting features in big datasets requires time and 

money but also redundant information consequences in wasting time during classification. Accordingly, it is 

better to lessen the number of features to obtain a quick response and to find a good relationship between the 

features and the results. 

The implementation of three crucial components, including a search technique, an induction 

algorithm, and an assessment calculation, forms the basis of any wrapper feature selection approach [31]. In 

HHO-SVM, the HHO method is utilized as a search technique to find the best feature subset, and SVM is used 

as an induction algorithm, with assessments based on classification accuracy being used. Figure 1 displays the 

high-level structure of the wrapper feature selection together with a straightforward simulation of the method 

we suggested, known as the HHO-SVM. 

The encoding characteristics and SVM parameters (i.e., C and γ), the goal function, and system 

architecture must all be taken into account while building the HHO-SVM paradigm. In the next subsections, 

these issues will be thoroughly explored. 

 

 

 
 

Figure 1. The elements of the proposed HHO-SVM algorithm's wrapper feature selection technique and their 

correspondences 

 

 

4.1.  Encoding SVM parameters and features  

The first step of encoding is normalozing concurrently the inputted features and SVM parameters 

using (4) and (5) then the result is set in a vector. This vector comprises two portions: the first one contains 

SVM parameters (C, γ), where the second portion is for the selected features. First, SVM parameters are 

normalized, C to be in [0,4000] and γ in [0,30] interval using (4) [27]. 

 

𝑌 =
𝑋−𝑚𝑖𝑛𝑋

𝑚𝑎𝑥𝑋−𝑚𝑖𝑛𝑋
(𝑚𝑎𝑥𝑌 − 𝑚𝑖𝑛𝑌) + 𝑚𝑖𝑛𝑌 (4) 

 

Where X and Y denoted to inputted C and γ respectively, 𝑚𝑖𝑛𝑋 = 0 , 𝑚𝑎𝑥𝑋 = 4000, 𝑚𝑖𝑛𝑌 = 0, and 𝑚𝑎𝑥𝑌 =
30. Now, we apply (5) and then rounding features between [0,1]: 

 

𝐹𝐵 =
𝐹𝐴−𝑚𝑖𝑛𝐹𝐴

𝑚𝑎𝑥𝐹𝐴−𝑚𝑖𝑛𝐹𝐴
 (5) 

 

where 𝐹𝐴 is the inputted feature, 𝑚𝑖𝑛𝐹𝐴 denoted to minimum value of it, 𝑚𝑎𝑥𝐹𝐴 is the maximum value. A 

feature is picked if the resulting FB value is larger than or equal to 0.5; otherwise, the value inside the vector 

is changed to 0, and no such feature is chosen. 
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4.2.  Objective function 

The objective function is needed in wrapper feature selection to assess the specific solution. The main 

aim of feature selection is to improve the accuracy of prediction and consequently minimize the number of 

selected features. In each selection of our proposed HHO-SVM system, the objective function is used based 

on calculation accuracy, as shown in (6) [32]. 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒𝑃+𝑇𝑟𝑢𝑒𝑁

𝑇𝑟𝑢𝑒𝑃+𝐹𝑎𝑙𝑠𝑒𝑁+𝐹𝑎𝑙𝑠𝑒𝑃+𝑇𝑟𝑢𝑒𝑁
  (6) 

 

Where: 

𝑇𝑟𝑢𝑒𝑃: real class and all of the proper predictions are correct. 

𝑇𝑟𝑢𝑒𝑁: real class and all of the proper predictions are incorrect. 

𝐹𝑎𝑙𝑠𝑒𝑁: real class and all of the erroneous predictions are correct.  

𝐹𝑎𝑙𝑠𝑒𝑃: real class and all of the erroneous predictions are incorrect. 

 

4.3.  System layout 

This section describes the layout of the proposed system, HHO-SVM, and lists its key components: 

- Normalization of data: This feature selection approach involves public earlier processing. According to 

subsection 3.1, both SVM variables and features are normalized concurrently. 

- Establishing training and testing sets: Each one of our biomedical datasets was split into a training set and 

testing set. The training set for the proposed HHO-SVM technique comprised 80% of the entire dataset, 

while the remaining 20% served as the testing set. We used the support vector machine (SVM) classifier 

to run the training and testing sets in order to create the model [33]. 

- Picking out a subset of features: Here, the value features for the 1 were selected from the training set. 

- Assessment of fitness: The vectors from the designated training set have been utilized to control the 

classification act for SVM classifier learning, and (6). 

- Breaking point: The top iteration has been determined, breaking the process altogether. The top iteration 

was really set to be at 5. 

Figure 2 shows the planned HHO-SVM process and the relationships between the system's key components. 

 

 

 
 

Figure 2. Proposed HHO-SVM workflow 
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5. EXPERIMENTAL RESULTS AND DISCUSSIONS 

In this study, we utilized 17 real datasets for differnt types of cancer in Iraq. The proposed HHO-SVM 

achieved the higher performance in most of the 17 real datasets. In addition, HHO-SVM is evaluated and 

contrasted with FF-SVM, GA-SVM, GOA-SVM, and PSO-SVM in terms of feature selection and SVM kernel 

factor optimization. These terms are: 

- Feature selection accuracy. 

- Run time (minutes: seconds: milliseconds). 

- Number of selected features. 

With an Intel(R) Core (TM) i7-5500U CPU running at 2.40 GHz, 8 GB of RAM, and Windows 10 as the 

operating system, we utilized MATLAB R2015a. 

 

5.1.  Datasets' explanation 

Iraqi cancer patients' real biomedical datasets from 2010 to 2012 were used in this study [22]. For all 

cancer kinds, such datasets are gathered from all hospitals (public and private) in all Iraqi governorates. The 

final datasets included 16 features and various numbers of instances after being cleaned up of extraneous 

contains and bias values. Table 1 lists the specifics of the used datasets. 

 

 

Table 1. List of datasets utilized in experiments 
No Dataset No. of instances No. of features 

1 Abdomen 471 16 

2 Bladder 4288 16 

3 Blood  4788 16 

4 Bones  950 16 

5 Brain  2935 16 

6 Breast  10670 16 

7 Colon  3258 16 

8 Eye  179 16 

9 Glands  1655 16 

10 Heart  183 16 

11 Liver  2842 16 

12 Lungs  4984 16 

13 Lymph  5448 16 

14 Naso  1818 16 

15 Nerve  1175 16 

16 Skin  1920 16 

17 Stomach  2222 16 

 

 

5.2.  Comparisons of HHO-SVM with FF, GA, GOA, and PSO algorithms 

5.2.1. Feature selection accuracy 

The findings in Table 2 shows the comparisons of feature selection accuracy between HHO-SVM and 

the other four state-of-art algorithms with five iterations by each algorithm. Furthermore, the SVM classifier 

is employed in such a comparison without any optimization. Additionally, the optimized SVM parameters are 

listed in Table 2. Then, Table 2 accuracies are depicted by Figure 3. In 14 out of 17 datasets, HHO-SVM clearly 

outperformed other optimization algorithms in terms of feature selection accuracy (100%), as shown by the 

bold font. Consequently, as shown in Figure 4, HHO-SVM attained the greatest average accuracy of 99.967%. 

Moreover, GA excelled other algorithms on just three datasets whereas GOA obtained 100% over eight 

datasets.  

The reason for this is that the progressive choice plan encourages search agents to modify their 

position over time and only pick the best options, allowing HHO to grow its concentration capabilities and 

solutions over the series of iterations with the maximum accuracy possible. GA sometimes quickly detects 

worthy solutions even for complex search spaces, and the procedure has some drawbacks associated with it. 

The main drawback is that the fitness function of the related problem should be well defined; otherwise, the 

GA may collide to local optima instead of the global-optimum solution [34]. This explains why the GA 

algorithm sometimes achieved high classification accuracies, but other times was not. The FF algorithm got 

the lowest accuracies because the FF algorithm needs an appropriate parameter setting with a numerous number 

of iterations to catch the optimum solution [35]. Due to the speedy convergence rate of PSO, it performs well 

and subsequently attains high accuracy [36]. 
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Table 2. Comparison between proposed HHO-SVM and state-of-art algorithms based on classification 

accuracy in 5 iterations 
Dataset HHO-SVM FF-SVM GA-SVM GOA-SVM PSO-SVM SVM (without Optimization) 

Abdomen Acc 100 81.528 99.954 91.549 99.921 92.958 

Cost (C) 981.322 3299.512 974.700 2528.256 480.199 - 

γ 0.084 0.016 0.002 0.2613 0.001 - 

Bladder Acc 100 87.523 99.956 100 99.887 90.278 

Cost (C) 882.214 2225.521 775.700 2422.257 310.200 - 

γ 0.084 0.032 0.003 0.270 0.003 - 

Blood Acc 99.746 86 99.909 99.653 99.867 92.014 

Cost (C) 782.524 4215.141 975.700 3528.168 670.200 - 

γ 0.009 0.022 0.014 0.005 0.002 - 

Bones Acc 100 73.894 99.934 78 99.865 88.667 

Cost (C) 2879.502 3116.742 1333.710 3125.711 8117.771 - 

γ 0.0214 0.025 0.001 0.002 0.001 - 

Brain Acc 100 75.604 99.949 100 99.833 82.222 

Cost (C) 992.213 3125.501 785.710 2551.207 221.201 - 

γ 0.033 0.022 0.023 0.281 0.005 - 

Breast Acc 100 69.736 99.970 100 99.926 85.294 

Cost (C) 882.211 4515.521 800.701 2422.257 311.201 - 

γ 0.084 0.032 0.023 0.271 0.053 - 

Colon Acc 99.613 82.473 99.954 99.612 99.866 94.574 

Cost (C) 2422.257 480.199 974.700 882.214 2422.257 - 

γ 0.001 0.021 0.008 0.101 0.051 - 

Eye Acc 100 70.391 99.966 89.655 99.939 86.207 

Cost (C) 311.201 3299.512 2422.257 775.700 311.201 - 

γ 0.014 0.018 0.022 0.015 0.004 - 

Glands Acc 100 82.356 99.970 87.097 99.933 87.097 

Cost (C) 974.700 882.214 2422.257 480.199 2422.257 - 

γ 0.271 0.281 0.311 0.001 0.282 - 

Heart Acc 100 78.688 99.961 93.939 99.956 93.939 

Cost (C) 981.322 2225.521 882.214 311.201 775.700 - 

γ 0.101 0.125 0.001 0.122 0.258 - 

Liver Acc 95 80.225 99.916 94.444 99.799 78.363 

Cost (C) 480.199 2422.257 670.200 2422.257 974.700 - 

γ 0.008 0.021 0.808 0.014 0.587 - 

Lungs Acc 100 89.626 99.941 100 99.843 76.823 

Cost (C) 3299.512 974.700 310.200 981.322 2422.257 - 

γ 0.272 0.001 0.205 0.311 0.288 - 

Lymph Acc 100 79.331 99.952 100 99.911 88.71 

Cost (C) 882.214 2422.257 2422.257 480.199 775.700 - 

γ 0.007 0.257 0.111 0.014 0.002 - 

Naso Acc 100 84.488 99.963 100 99.923 94.954 

Cost (C) 3299.512 2225.521 775.700 870.200 310.200 - 

γ 0.001 0.297 0.047 0.024 0.273 - 

Nerve Acc 100 74.893 99.969 95.429 99.932 96 

Cost (C) 775.700 2325.421 2422.257 2422.257 670.201 - 

γ 0.580 0.266 0.077 0.019 0.294 - 

Skin Acc 100 81.354 99.978 100 99.959 99.545 

Cost (C) 981.322 480.199 670.200 974.700 310.200 - 

γ 0.895 0.257 0.489 0.271 3325.523 - 

Stomach Acc 100 80.378 99.927 100 99.820 63.514 

Cost (C) 311.201 2225.521 2422.257 2335.541 8545.501 - 

γ 0.001 0.007 0.024 0.258 0.815 - 

Average accuracy 99.967 79.911 99.951 95.846 99.893 87.715 

 

 

5.2.2. Runtime 

Obviously, runtime is extremely important to choose the right heuristic optimization algorithm, 

especially in higher dimensional search spaces [30]. Accordingly, in this study, we take into account calculating 

the runtime for all applied algorithms. As presented in Table 3, HHO-SVM confirmed its superiority to the FF-

SVM, GA-SVM, GOA-SVM and PSO-SVM algorithms by consuming fewer runtimes over 8 datasets out of 

17 datasets, as denoted by bold font. The minimum runtime has been achieved by HHO-SVM, as HHO 

performance is quick and competing in determining the right solutions [16]. In contrast, PSO outperformed the 

highest runtimes (as highlighted in Table 3) due its well-known stagnation ability into local optima, particularly 

in higher search space [36]. Accordingly, HHO-SVM achieved the lowest average runtime equal to 00:46:05 

mm:ss:ms (minutes: seconds: millisecond), as shown in Figure 5. The proposed HHO-SVM is dominant from 

the runtime average view, where it consumes the least runtime average in comparison with the other four 

algorithms because the HHO algorithm runs with a fast Levy and greedy choosing [21]. 
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Figure 3. Comparison of feature selection accuracies between HHO-SVM and FF-SVM, GA-SVM, GOA-

SVM, PSO-SVM, and SVM over 17 datasets 

 

 

 
 

Figure 4. Comparison of feature selection average accuracies between HHO-SVM and FF-SVM, GA-SVM, 

GOA-SVM, PSO-SVM, and SVM over 17 datasets 
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Table 3. Comparison between proposed HHO-SVM and state-of-art algorithms based on runtime (mm:ss:ms) 
Dataset HHO-SVM  FF-SVM GA-SVM GOA-SVM PSO-SVM 

Abdomen 00:02:39 00:03:11 00:37:84 00:03:11 01:56:77 

Bladder 00:52:91 01:56:16 03:31:85 01:10:66 12:26:35 

Blood  01:28:86 03:05:91 03:03:75 01:20:01 11:01:50 

Bones  00:08:60 00:08:24 00:50:65 00:07:00 02:19.71 

Brain  00:54:19 01:10:98 02:13:87 00:23:85 07:29:58 

Breast  01:33:20 03:53:71 04:02:41 04:56:99 16:04:90 

Colon  00:49:57 01:19:33 02:34:27 00:42:53 05:27:97 

Eye  00:01:19 00:01:48 00:30:48 00:01:51 01:25:59 

Glands  00:11:70 00:20:89 01:08:09 00:13:68 03:15:31 

Heart  00:01:01 00:00:28 00:47:96 00:01:33 01:29:46 

Liver  01:04:03 00:58:05 02:31:32 00:26:51 05:44:36 

Lungs  01:11:74 02:50:99 04:19:56 01:15:03 09:16:83 

Lymph  03:25:56 03:53:24 03:23:50 03:34:60 17:12:40 

Naso  00:13:40 00:26:21 01:35:91 00:18:19 05:47:91 

Nerve  00:08:25 00:10:54 00:53:71 00:08:33 02:18:29 

Skin  00:16:70 00:31:26 01:17:62 00:15:31 04:03:57 

Stomach  00:35:21 00:41:85 01:40:34 00:22:12 04:46:58 

Average  00:46:05 01:16:20 02:04:07 00:54:26 06:28:00 

 

 

 
 

Figure 5. Comparison of runtime average accuracies between HHO-SVM and FF-SVM, GA-SVM, GOA-

SVM, and PSO-SVM over 17 datasets  
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Obviously, HHO-SVM and GOA achieved higher accuracies, fewer runtimes, and nearly fewer 

selected averages. Finally, the minimum average of selected features is obtained by the FF algorithm. To assess 

the performances of the five mentioned algorithms, we must consider all three metrics. In other words, the 

victorious algorithm should outperform higher accuracy, less runtime and minimum number of selected 

features. 

 

 

 

 

 

 

 

 
 

Figure 6. Comparison of no. of selected features between HHO-SVM and FF-SVM, GA-SVM, GOA-SVM, 

and PSO-SVM over 17 datasets 

 

 

 
 

Figure 7. Comparison of selected features average between HHO-SVM and FF-SVM, GA-SVM, GOA-

SVM, and PSO-SVM over 17 datasets  
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6. CONCLUSIONS 

In this study, we provide a unique hybrid approach based on the Harris Hawk optimization algorithm 

(HHO) for SVM optimization. With the majority of the 17 actual datasets, the proposed HHO-SVM shown 

excellent performance. HHO-SVM approved its capability of finding the smallest and most effective subset of 

the model features while also adjusting the SVM kernel's parameters. This study demonstrates that improving 

SVM classifier performance by concurrently identifying the best kernel parameters and acceptable features 

improves classification-accuracy overall. Results of the experiments on the benchmark datasets demonstrated 

the HHO-SVM efficacy in improving the SVM classifier's accuracy. In most datasets, the HHO-SVM performs 

better in terms of classification accuracy than other optimizers including FF, GA, GOA, and PSO. Future 

research might look into and apply the suggested HHO-SVM model to other real-world word issues. 

Additionally, investigations of the model's performance on more complex issues are possible. 
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