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 The high-pace rise in the demands of medicinal plants towards pharmaceutical 

significances as well as the different ayurvedic or herbal remedials have 

forced agro-industries However, rising plant disease cases have limited the 

cumulative growth and hence both volumetric production as well as quality of 

medicine. In this paper a first of its kind evolutionary computing driven ROI-

specific hybrid deep-spatio temporal textural feature learning model is 

developed for medicinal plant disease detection (HDST-MPD). To alleviate 

any possible class-imbalance problem, HDST-MPD model at first applied 

firefly heuristic driven fuzzy C-means clustering to retrieve ROI-specific 

RGB regions. Subsequently, to exploit maximum possible deep 

spatiotemporal textural features, it applied gray-level co-occurrence matrix 

(GLCM) and AlexNet transferable network. Here, the use of multiple GLCM 

features helped in exploiting textural feature distribution, while AlexNet deep 

model yielded high-dimensional features. These deep-spatio temporal textural 

feature (deep-STTF) features were fused together to yield a composite vector, 

which was trained over random forest ensemble to perform two-class 

classification to classify each sample medicinal image as normal or diseased. 

Depth performance assessment confirmed that the proposed model yields 

accuracy of 98.97%, precision 99.42%, recall 98.89%, F-measure 99.15%, 

and equal error rate of 1.03%, signifying its robustness towards real-time 

medicinal plant disease detection and classification. 
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1. INTRODUCTION  

There are a large number of herbs including Karpooravalli (Coleus ambonicus), Podina (Mentha 

arvensis), Neem (Adidirachta indica), Thudhuvalai (Solanum trilobatum), and Basil (Ocimum sanctum). 

Naeem et al. [1], whose leaves are used for medicine manufacturing or herbal (or ayurvedic) remedial. 

Noticeably, these plants possess vital anti-bacterial efficiency so as to improve natural immunity [2], [3]. These 

key facts infer that the medicinal plants are of great significance to support pharmaceutical industry as whole 

while providing large remedial for ayurvedic and herbal treatments [1]-[4]. Its employees hararchical cluster 

analysis, fuzzy principle component analysis and linear discriminant analysis [5] like India use aforesaid 

medicinal plants directly for the different purposes like ayurvedic treatment or herbal remedials [6], [7].  

In sync with above discussed significance of medicinal plants in human-life, numerous efforts have 

been made globally to increase plant’s productivity as well as yields efficiency [7]-[10]. In this reference, the 
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different researches have exploited gray-level co-occurrence matrix (GLCM) [1], [7], shape [2] and deep 

features [4], [10] towards classify and identify the plant disease, the different plants can have the different 

shape and size of disease patches and hence gives rise to the class-imbalance problem. In addition to the above 

stated ROI-specific feature learning scope, the exploitation of the depth features can yield superior results [4], 

[10]. To ensure feature or class-imbalance problem, here executed heuristic driven fuzzy C-means clustering 

for ROI-specific segmentation. More specifically, it is applied firefly algorithm as heuristic model to provided 

ROI-specific color feature space. Subsequently, here it is applied hybrid deep-spatio temporal textural feature 

(deep-STTF) feature extraction model by applying GLCM and AlexNet models. Here, both GLCM as well as 

AlexNet models were applied distinctly to perform feature extraction that eventually retained optimal set of 

deep as well as STTF features to yield superior learning and allied performance. The GLCM and AlexNet 

features were horizontally concatenated to yield single feature vector for further learning and classification. 

Here, applied random forest ensemble classifier to perform two-class classification, input image is classifies as 

normal and diseased image. The overall proposed model was developed with MATLAB, where the statistical 

performance characterization revealed that the proposed Firefly heuristic driven fuzzy c-means (FFCM) driven 

deep-STTF feature learning model yields superior accuracy of 98.97%, precision 99.42%, recall 98.89%, F-

measure 99.15%, and equal error rate of 1.03% than other existing solutions.  

The remaining sections of this manuscript encompasses the following. Section 2 discusses the related 

work, while problem formulation and allied research questions are written in section 3. Section 4 presents the 

proposed model and its implementation, and the simulation results are discussed in section 5. The conclusion and 

overall research inferences are discussed in section 6. References used in this manuscript are given at the end. 
 

 

2. RELATED WORK 

Plant diseases can be caused due to both microbial attacks as well as improper social conditions or 

humidity. Hypothesizing this fact, Kumar et al. [11] applied soil-sensor to exploit local condition so as to detect 

fungal diseases like powdery mildew. On the other hand, leaf’s wetness duration feature was applied in [12]. 

Ashourloo et al. [13] exploited hyperspectral images where regression models like partial least square 

regression (PLSR), v-support vector regression (v-SVR), and Gaussian process regression (GPR) to perform 

rust plant disease detection. Similarly, Hussein et al. [14] used dielectric spectroscopy that exploited the non-

linearity of the dielectric contrast behave throughput the image to identify fungal disease in plants. Schor et al. [15] 

authors performed principal component analysis (PCA) over the visual features to detect powdery mildew (PM) 

and tomato spotted wilt virus (TSWV) in plants. 

Recently, author used deep-learning models for plant disease detection, where the key hypotheses 

were that the use of deep learning suppresses the need of pre-processing over each input image [11]. Yet, 

generalizing a single solution remained challenge. Nie et al. [16] strawberry verticillium wilt detection network 

(SVWDN) was designed by applying attention-based feature extraction and learning concept. Ahmad et al. [17] 

suggested to use CNN with stepwise transfer learning. Similarly, CNN was applied in [18]. Huang et al. [19], 

asymptotic non-local means (ANLM) image model was developed with parallel CNN (PCNN) and 

heuristically tuned extreme learning machine (ELM). Here, PCNN acted as feature. Class-imbalance problem 

in vision-based plant disease detection models was indicated in [20] as well where authors indicated that despite 

using any deep learning models, learning over complete sample image with small disease region can yield false 

positive. Sunil et al. [21] applied UNet-based segmentation, EfficientNetV2 based feature extraction and 

learning for disease detection in Cardamom leaf. It resulted the highest accuracy of 98.26%. Multi-layer CNN 

(MCNN) was applied in [22] for Anthracnose fungal-caused disease detection in Mango tree.  

Khan et al. [23] performed ROI-segmentation with 3D filtering, and decorrelation. To improve 

accuracy [24], applied CNN [25], applied convolutional neural network, long short term memory network and 

water stress prediction. Dwivedi et al. [26] applied ELM as feature learning and classifier for plant disease 

detection. Khattak et al. [27] designed CNN-based citrus fruit leave’s disease detection. Here, the maximum 

accuracy obtained was 93.55%. Huang et al. [28] designed RELIEF-F for winter Wheat disease detection. 

Deep learning models like AlexNet, VGGNet, ResNet were applied in [29] for texture feature learning in 

vision-based plant disease detection. Zhou et al. [30] authors applied faster R-CNN was integrated [3l] authors 

applied deep learning model where the highest accuracy obtained was 96.5%; though this approach was applied 

to perform disease detection in apple, corn, grapes, potato, sugarcane, and tomato plants [32], [33] driven multi-

scale feature fusion for Maize leaf blight detection. Authors examined the efficiency of the different CNN 

models including Inception, ResNet, Inception Resnet, and DenseNet for plant disease detection [34], where 

despite using different deep models it showed the highest accuracy of 87%.  

Rahman et al. [35] stated that despite different claims to have high accuracy deep-learning methods 

too need ROI segmentation to refine feature space. Sardogan et al. [36] CNN with learning vector quantization 

(LVQ) was used for Septoria leaf disease detection. Devi et al. [37] found that the GLCM algorithm can extract 

sufficiently large textural features to train with random forest algorithm for plant disease detection. Authors 
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applied support vector machine learning over textural features, where it achieved the highest accuracy of 94.1% [38]. 

Canny edge detection and blurring and flipping was applied to segment the disease spot. Features were 

processed for EfficientNet and DenseNet that yielded accuracy of 99.8% and 99.75%, respectively author [39] 

used plant disease in apple is detected. Pardede et al. [40] used convolutional auto-encoder for feature 

extraction in plant disease detection. Sanida et al. [41] explored MobileNet-v2 for plant disease detection; yet, 

it failed in addressing numerous issues including class-imbalance, and ROI-specific learning, reliability over 

large non-linear inputs. K-means clustering was applied [42] to segment ROI region to improve accuracy 

towards chilli plant disease detection and classification. Recently, Chen et al. [43] detected a rice blast plant 

diseases and innovative spore generation as new feature extraction model for agriculture is proposed. 

 

 

3. RESEARCH QUESTIONS 

The overall research presented in this manuscript intends to accomplish optimal answers for the 

following research-questions: 

− RQ1: Can the use of FFCM clustering model deliver ROI-specific features for optimal class-imbalance 

resilient feature vectors for learning towards medicinal plant disease classification?  

− RQ2: Can the use of FFCM driven ROI-specific color-space textural regions with deep-STTF features 

(using GLCM and AlexNet deep model) yield optimal composite vector for classify and detect disease in 

medicinal plants? 

− RQ3: Can the use of random forest ensemble classifier over deep-STTF features (GLCM descriptive 

statistics with AlexNet deep features) yield high-veracity and reliable medicinal plant disease detection 

and classification for real-time purposes? 

Thus, the overall research intends to achieve the suitable answers for these questions so that a generalizable 

solution could be designed for medicinal plant disease detection and classification. Overall proposed system is 

given bellow. 

 

 

4.  SYSTEM MODEL  

This research work primarily intends to design a novel and robust evolutionary computing driven 

ROI-specific hybrid deep-spatio temporal textural feature learning environment for medicinal plant disease 

detection (here onwards called as HDST-MPD). The implementation schematic of the overall proposed HDST-

MPD model is given in Figure 1. The detailed discussion of the proposed HDST-MPD model and allied 

sequential implementation is discussed in the subsequent sections. 

 

 

 

 

Figure 1. Implementation schematic of the proposed HDST-MPD model 

 

 

4.1.  Data acquisition 

As already indicated in the previous sections that the spatio-temporal distribution of medicinal plants 

often varies from the major cereals plant. For example, the STTF distribution over paddy plant’s leaves, 

vegetable plant’s leaves like potato, tomato, and fruits leaves like apple, grapes vary significantly over one to 

another. Considering this fact, in this paper a specific medicinal plant disease detection model was designed 

which was trained over a large medicinal plant image. Considered mendeley medicinal plant dataset [44] for 

our study.  
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4.2.  Preprocessing 

At first, it performed image resizing where each input sample was resized to the predefined dimension 

of 296 × 400 pixels. Moreover, the input plant leaves images were processed for RGB to gray and thus, gray-

level feature representation was obtained. Subsequently, in this work employed contrast adaptive image 

histogram equalization that minimized the illumination change throughout the region of observation (ROO). It 

also helped in equalizing resolution and pixel levels to help proper segmentation or target identification. To 

ensure resilience towards overfitting, local minima and convergence issues, Z-score normalization was 

performed over each input image. 

 

4.3.  FFCM Driven ROI segmentation and color space generation 

In this case, merely applying any STTF or deep learning model over complete image can give rise to 

the class-imbalance problem. This is because the regions covered as disease spot would be significantly lower 

in comparison to the total size of image (i.e., non-ROI regions). In this case, the ROI (i.e., disease spot) can be 

the minority class feature, while non-ROI regions and allied features can be the majority class. This as a result 

can give rise to the class-imbalance problem and hence can impact overall feature learning and classification. 

To alleviate such problems, it becomes vital to segment merely the ROI-specific regions and learn over the 

ROI-specific feature space to make classification more accurate and generalizable. Leads inefficient feature 

extraction and learning (giving rise to the false positive). 

 
4.3.1. Plant disease region or ROI identification 

In HDST-MPD in this work applied FFCM to segment the leaf-disease regions while removing non-

ROI regions from further computation. Here, FCM algorithm clusters disease region on each input image by 

exploiting similar spatio-temporal characteristics. It executes ROI-specific segmentation by minimizing intra-

cluster distance and thus achieves more accurate ROI localization even under complex spatio-temporal 

differences. Clustering reduces the need of seed-points (i.e., manual centroid definition). To achieve it and 

applied a lightweight heuristic concept named firefly algorithm. Here, firefly heuristic model helped in 

automatizing the overall clustering while ensuring that the relevant pixels are considered in specific regions to 

cluster different regions including ROI and non-ROIs. FFCM applied FCM as clustering model, while firefly 

algorithm acted as cluster optimization measure. 

 

4.3.2. FCM clustering  

Considering these abilities, in this it considered FCM as the base clustering model to segment ROI-

specific regions in each input image. In general, FCM is classified into two distinct types; soft-FCM and hard-

FCM. In hard-FCM the input image 𝑥 is split into multiple clusters (𝑖. 𝑒. , 𝐺1, 𝐺2, 𝐺3…, 𝐺𝑐), and hypothesizes 

that the one pattern can belong to merely one cluster. Thus, it forms multiple non-overlapping clusters. In case 

of soft-FCM method an element 𝑥 can belong to the multiple clusters. In practice, the at hand medicinal plant 

leaves can also have the multiple disease spots with gradient variation, color, shape and size differences.  

 

4.3.3. Firefly heuristic based FCM clustering 

As already stated, the potential to perform multi-group clustering makes FCM a robust model for 

automated ROI-segmentation, particularly when the input medicinal plant images carry ambiguous ROI 

boundaries and non-linear morphologies. Though, FCM yields higher accuracy; however, it relies on 

membership function and centroid optimality. FFCM being a Firefly heuristic driven model, it requires 

following certain rules. These are: 

Rule-1: firefly represent unisexual living being, which is attracted to another firefly, irrespective of its gender. 

Rule-2:on the basis of their brightness intensity one fireflies impacts other firefly. In this mechanism, fireflies 

impact other fireflies in reverse order. That means, a firefly having higher brightness would attract other 

fireflies possessing lower brightness. Fireflies with higher inter-entity distance influence lesser to the other 

nearby. 

Rule-3: a firefly possessing the maximum brightness remains unattracted and therefore remains traversing 

randomly. 

Thus, applying above stated function and segmented ROI-regions over each input images. Once 

segmenting the ROI-specific regions over each input (medicinal plant) image, is multiplied segmented regions 

with the RGB color space of the original image. Here, our main motive was to retain the ROI-specific textural 

details for further deep-STFT feature extraction using GLCM and AlexNet. Thus, once obtaining ROI-specific 

RGB presentation of the segmented disease regions, applied GLCM and AlexNet deep model for respective 

feature extraction. 
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4.4.  Deep-STTF feature (hybrid-feature) extraction 

Once the ROI-specific regions are converted into corresponding R*G*B color space, in this research 

hybrid feature extraction model was applied. Majority of the classical plant disease detection models where 

authors have either exploited textural feature or deep feature as standalone features to classify and detect 

disease in medicinal plants. This paper designed a novel and robust deep-STTF features for classify and detect 

disease in medicinal plants. More specifically applied GLCM method to exploit multiple orientational, textural 

and descriptive statics features from the ROI-specific color space. Similarly, employed a transferable deep 

learning model named AlexNet that provides 4096-dimensional features at the fully connected layer to perform 

accurate feature learning and classification. 

 

4.4.1. AlexNet deep feature extraction 

In HDST-MPDretained the native AlexNet architecture encompassing five convolutional layers 

(CONV) and three fully connected layers (FC). Interestingly, unlike classical deep models like CNN, RNN, 

AlexNet provides 4096-dimensional feature vector at FC6 and FC7 layers, which is assumed to have 

sufficiently large intrinsic deep feature for learning and classification. Since, in HDST-MPD, its intended to 

exploit hybrid features encompassing GLCM and AlexNet features, the composite features can have the 

different intrinsic characteristics and therefore the native Softmax layer can’t be applied onto the GLCM 

feature; though it can be compatible with AlexNet FC6 or FC7 features. An illustration of the overall proposed 

AlexNet deep architecture is given in Figure 2. As depicted in Figure 2, the proposed AlexNet model retains 

the native AlexNet architecture with five CONVs and three FC layer; though to retain high-dimensional 

features here considered FC6 layer as final feature vector for classification. The different layers and 

corresponding neuron architecture is depicted in Figure 2. 

 

 

 
 

Figure 2. AlexNet transferable deep model 
 

 

As illustrated in the architecture, the proposed model employs ROI-specific textural input images as 

input, which is applied in sync with the linear activation function. That means, the input of the CONV 1 is 

same as that of the original ROI-specific textural representation of the leaves. The CONV1 contains 96 kernels, 

followed by 256, 284, 384 and 256 kernels at CONV2, CONV3, CONV4 and CONV5, correspondingly. 

 

4.4.  Random forest ensemble learning 

The, each tree provides vote for the most probable class pertaining to the specific type (i.e., Normal 

or Diseased). Consider that the total number of training samples be 𝑁. In this case, a sample with 𝑁cases are 

selected arbitrarily from the input feature vector, and the selected samples are applied as training set to 

constitute a new tree. If there are 𝑀 inputs, then the best split on these 𝑚 is employed to split the node. In this 

work assigned 𝑚 as constant while performing forest evolution or growth. Thus, applying Random Forest 

ensemble classifier over the composite feature vector HDST-MPD classified each input image as the normal 

image or the diseased image. The simulation results and allied inferences are discussed in the subsequent 

section. 
 
 

5. RESULTS AND DISCUSSION 

In this work, a total of 862 images were taken into consideration containing 13 different medicinal 

plants. The data can be achieved by requesting the owner with its intellectual rights [44]. First intra-model 

characterization and second inter-model characterization. Here, in intra-model characterization the 

performance efficacy with the different feature extraction models and classifiers were examined, while for 

inter-model assessment we compared the performance of the proposed HDST-MPD model with other existing 

methods.  
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5.1.  Intra-model characterization 

In sync with the overall proposed HDST-MPD model and allied architectural aspects, and intended to 

assess efficacy with GLCM as standalone feature and with the composite deep-STTF features. In other words, to 

assess whether the amalgamation of GLCM and AlexNet features yields superior results or not, here performed 

medicinal plant disease detection and classification with GLCM, AlexNet and 𝐺𝐿𝐶𝑀 + 𝐴𝑙𝑒𝑥𝑁𝑒𝑡 features (say, 

deep-STTF hybrid features, distinctly. Table 1 shows the efficacy of the different feature models where three 

different feature models including GLCM, AlexNet and GLCM with AlexNet (say, deep-STTF or hybrid feature). 

The hybrid feature model (encompassing both GLCM and AlexNet features), which is proposed in 

this work shows (medicinal) plant disease detection and classification accuracy of 98.97%, precision 99.42%, 

recall 98.89%, F-measure of 99.15% is presented in Figure 3 and EER of 1.03% in Figure 4. Once confirming 

that the proposed FFCM segmentation driven deep-STTF feature model exhibits superior over other standalone 

feature modalities, and intended to examine the efficacy of the proposed HDST-MPD model with the different 

classifiers. Here, applied five different machine learning models including Naïve Bayes (NB), decision tree 

(DT), artificial neural network (ANN-LM), radial basis functions (RBF), support vector machine (SVM) and 

random forest classifier. Here, the key objective was to assess the suitability of a specific machine learning 

model with the proposed FFCM segmentation driven deep-STTF feature model (i.e., 𝐺𝐿𝐶𝑀 + 𝐴𝑙𝑒𝑥𝑁𝑒𝑡 feature 

model) so as to generalize the solution. Table 2 presents the simulated results with the different classifiers. 

Noticeably, in this assessment, the superiorly performing feature model (i.e., the proposed hybrid deep-STTF 

feature) was taken into consideration. 
 

 

Table 1. Intra-model characterization with the different feature environment 

Parameters (%) 

Feature Models 

GLCM AlexNet 
𝐺𝐿𝐶𝑀 + 𝐴𝑙𝑒𝑥𝑁𝑒𝑡 

(Deep-STTF) 

Accuracy 98.62 98.03 98.97 

Precision 98.81 96.27 99.42 

Recall 98.79 97.02 98.89 
F-Measure 98.80 96.64 99.15 

ERR 1.38 2.37 1.03 

 

 

 
 

Figure 3. Analysis of feature models 
 
 

 
 

Figure 4. EER performance (%) with the different feature models 
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Table 2. Intra-model characterization with the different feature environment 

Parameters (%) 
Classifier Models 

NB DT SVM RBF ANN-LM RF 

Accuracy 89.93 93.75 94.21 92.67 94.48 98.97 

Precision 92.04 93.81 93.79 93.80 95.03 99.42 

Recall 92.85 94.00 93.84 94.01 95.21 98.89 
F-Measure 92.44 93.90 93.81 93.90 95.11 99.15 

ERR 10.07 6.25 5.79 7.37 5.52 1.03 

 

 

Table 2 presents the intra-model assessment with the different machine learning methods. In sync with 

RQ3 (section 3), here intend to assess that which specific machine learning model can deliver the superior 

performance. Observing the results in Table 2 it can be found that NB model, which was applied with Gaussian 

kernel function exhibited the average accuracy of 89.93% @EER 10.07%. Similarly, with the proposed deep-

STTF feature (i.e., 𝐺𝐿𝐶𝑀 + 𝐴𝑙𝑒𝑥𝑁𝑒𝑡 feature model), DT classifier yielded accuracy of 93.75% @6.25 EER. 

Interesting, DT performed superior over the NB classifier. Similarly, SVM with polynomial kernel function 

showed the classification accuracy of 94.21%, at the EER of 5.79%. Undeniably, SVM exhibited superior over 

the existing NB and DT models; though, the results exhibited diversity in performance. To assess efficacy of 

the neuro-computing models and applied two well-known algorithms named radial basis functions (RBF) and 

Levenberg Marquardt (ANN-LM) to perform two-class classification. The simulation results revealed that the 

neural network (RBF) exhibited the accuracy of 92.67%, while maintaining EER of 7.37%, while LM-ANN 

exhibited accuracy of 94.48% @5.52% EER. Observing the performance results over the different classifiers 

it can be easily understood that the different machine learning models exhibit differently over the same input 

features (i.e.,𝐻𝑦𝑏𝑟𝑖𝑑𝑑𝑒𝑒𝑝−𝑆𝑇𝑇𝐹). It shows the diversity of performance and hence generalizing a single 

classifier can be difficult. To alleviate such issues, in this paper it is applied random forest ensemble classifier 

to perform two-class classification. Figure 5 presents the efficacy of the different classifier models over the 

proposed deep-STTF feature (i.e., 𝐺𝐿𝐶𝑀 + 𝐴𝑙𝑒𝑥𝑁𝑒𝑡 feature) model. Noticeably, considering poor 

performance by the Naïve Bayes classifier in Table 2, retained merely five best performing model for 

presentation.  

 
 

 
 

Figure 5. Analysis of the classifier rmodels over 𝐺𝐿𝐶𝑀 + 𝐴𝑙𝑒𝑥𝑁𝑒𝑡 feature 

 

 

Unlike standalone classifiers as discussed above RF applies bootstrapped decision tree classifier with 

multiple individual DT as the base classifier. It exploits ranks by the different base classifiers to yield the results 

and hence being consensus-based classification result, its reliability is superior over the other approaches. 

Interestingly, over the same input feature (i.e., 𝐻𝑦𝑏𝑟𝑖𝑑𝑑𝑒𝑒𝑝−𝑆𝑇𝑇𝐹), RF algorithm exhibited the plant disease 

classification accuracy of 98.97% @1.03% EER as shown in Figure 6. The results in Figure 5 show that the 

use of RF model can yield superior results over other state-of-art machine learning methods. Thus, in this 

reference, it can be concluded that the FFCM driven ROI-segmentation and allied ROI-specific deep-STTF 

features with RF classifier can yield the optimal performance towards classify and detect disease in medicinal 

plants. Therefore, the research question RQ3 as defined in section 3 is found affirmative. 
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Figure 6. EER (%) analyses of the classifier models over proposed hybrid feature 

 

 

5.2.  Inter-model characterization  

In this section it is compared the performance of our proposed HDST-MPD model with other state-

of-art techniques. Recently, authors in [1] applied textural features from plant leaves to perform medicinal 

plant classification. Unlike our proposed HDST-MPD model, authors primarily focused on edge-based 

segmentation followed by textural features extraction including entropy, inertia and inverse difference and 

correlation features, run-length matrix to perform medicinal plant classification. In their work, authors applied 

multi-layer perceptron neural network to perform. Despite being merely plant type classification problem, 

authors could achieve the accuracy of 95.87%, which is still lower than our proposed HDST-MPD model that 

exhibited average accuracy of 98.97%. Authors assessed efficacy of the different feature models and found 

that the key features like run-length matrix, and multi-spectral features could achieve the classification 

accuracy of 95.87%, 95.04%, 94.21%, 93.38%, and 92.56% using MLP, LogitBoost (LB), Bagging ensemble, 

RF algorithm and simple logistic algorithms, respectively. Neural network-based plant disease detection and 

classification model was developed in [35] as well; however, the highest accuracy obtained was 95.87%, which 

is lower in comparison to our proposed HDST-MPD model.  

 

 

6. CONCLUSION 

This work ensured that only the ROI-specific features are processed for further computation where to 

guarantee optimal ROI-specific deep-STTF feature learning, this work applied FFCM, a firefly driven FCM 

clustering model for automated and ROI-specific clustering for disease spot detection and localization. The 

extracted GLCM and AlexNet features were fused together using horizontal concatenation, and thus the final 

features retained optimal set of STTF features as well as deep features to make optimal learning and 

classification. Moreover, the fused composite deep-STTF features were processed for learning and 

classification using random forest ensemble learning that classified each test image as normal or diseased 

sample. The statistical performance analysis revealed that the use of hybrid features (i.e., GLCM and AlexNet 

features together) yields superior performance (accuracy (98.97%), precision (99.42%), recall (98.89%), and 

F-measure (99.15%), EER (1.03%)), then the GLCM (accuracy (98.62%), precision (98.81%), recall (98.79%), 

F-measure (98.80%), and EER (1.38%)) and AlexNet (accuracy (98.03%), precision (96.27%), recall 

(97.02%), F-measure (96.64%), and EER (2.37%)) as standalone feature models. 
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