
Indonesian Journal of Electrical Engineering and Computer Science 

Vol. 32, No. 3, December 2023, pp. 1545~1556 

ISSN: 2502-4752, DOI: 10.11591/ijeecs.v32.i3.pp1545-1556     1545 

 

Journal homepage: http://ijeecs.iaescore.com 

Cloud computing: an efficient load balancing and scheduling of 

task method using a hybrid optimization algorithm 
 

 

Ravinder Bathini1,2, NareshVurukonda3 

1Department of Information Technology, Vardhaman College of Engineering, Hyderabad, India 
2Koneru Lakshmaiah Education Foundation, Green Fields, Vaddeswaram, Guntur, India 

3Department of Computer Science and Engineering, Koneru Lakshmaiah Education Foundation,  

Vaddeswaram, Guntur, India 

 

 

Article Info  ABSTRACT 

Article history: 

Received Jul 15, 2022 

Revised Mar 20, 2023 

Accepted Sep 4, 2023 

 

 The cloud computing trend on the internet is vital as it allows data and 

applications to be managed over the internet instead of requiring personal 

devices. The job of users is scheduled in the resources of the cloud in order to 

improve performance. Scheduling tasks is an non-deterministic polynomial 

(NP)-hard problem, as it may have multiple solutions. Various researchers 

have proposed different load balancing and job scheduling algorithms to 

optimize the scheduling process in cloud environments, each with 

disadvantages. Therefore, this research proposes a novel hybrid load 

balancing and scheduling of tasks by the whale optimization algorithm 

(WOA) and seagull optimization algorithm (SOA) in the cloud. This hybrid 

proposed whale-seagull optimization algorithm (WSOA) optimizes task 

scheduling in the cloud by reducing processing time, response, and execution 

time, maximizing central processing unit (CPU) utilization, memory 

utilization, throughput, reliability, and balancing the load. The algorithm is 

simulated using the CloudSim toolkit package. As compared with existing 

approaches, simulation results showed better performance in terms of 

response time, processing time, execution time, CPU utilization, memory 

utilization, throughput, and reliability and is analyzed by comparing with the 

harries hawks optimization (HHO), hybrid dragonfly and firefly algorithm 

(ADA), spider monkey algorithm (SMA) and bird swarm optimization (BSO). 
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1. INTRODUCTION 

Research on cloud computing has recently gained traction and has been extensively employed in 

scientific research, education, manufacturing, and telecommunications. In addition to providing recording 

services, backup, secure data storage, and storage clouds [1], [2] are very convenient for cloud users.  

Cloud-based educational resources [3], [4] can virtualize multiple types of education hardware to provide 

seamless access to information for schools, teachers, and students. Using CC, resources such as platforms, 

software, and hardware are provided on a ‘pay-as-you-go’ basis. The clients should be charged only for the 

required resources and offerings without paying for hardware infrastructure. Research is currently focused on 

task scheduling, green computing, cloud security, resource management, and virtualization. With the rapid 

growth in cloud computing services, scheduling tasks efficiently to compute resources virtual machines (VMs) 

based on goals has become increasingly important. In order to maximize the use of resources, minimize user costs, 

and enhance the performance of CC, scheduling tasks and balancing the load strategies are required [5], [6].  

https://creativecommons.org/licenses/by-sa/4.0/
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A task scheduler’s primary goal is to assign user tasks to appropriate resources, namely VMs or host machines, 

and to schedule in which order the tasks should be executed within a given resource. Once these tasks have 

been assigned to these VMs, the tasks are executed on these VMs, which run in parallel, so the load is evenly 

distributed across the heterogeneous VMs [7]–[9]. 

Assigning tasks to virtual machines is said to be loaded. Due to the increasing number of diverse 

activities with varying resource requirements, task load balancing on VMs is essential to scheduling tasks.  

In load balancing, all nodes (hosts or VMs) are monitored for underloaded and overloaded nodes, and the load 

is distributed among them accordingly [10]–[13]. With increasing cloud computing services, computing tasks 

will be submitted to the cloud. To maximize the utilization of resources in the cloud, these tasks should be 

scheduled for execution to allow every task to be completed on time. This decision-making process is known 

as “cloud task scheduling,” and it profoundly influences the efficiency of the entire cloud infrastructure. 

Various techniques have been developed to address this issue, for example, min-min, first come first serve 

(FCFS), max-min and minimum completion time techniques. Despite their adoption in many CC systems, some 

research has shown that these algorithms are unsuitable for scheduling large amounts of data [14]–[16]. 

In contrast, metaheuristic algorithms have proved effective and robust for tackling many real-world 

problems [17]–[19]. For example, Kaur and Kaur [20] suggested a hybrid approach based on ant colony 

optimization (ACO). In this technique, the ACO was combined with heterogeneous earliest finish time and 

predict earliest finish time to identify which combination of the technique provided the best results. Another 

study conducted by Muthsamy and Chandran [21] for task scheduling is based on an artificial bee foraging 

algorithm. They preempted tasks about different priorities to reduce response and execution times. 

Similarly, genetic algorithm-based task scheduling was presented by Pang et al. [22] that is combined 

with the estimation of the distribution algorithm to obtain effective results. To improve the response time to 

every request of the users, Princess and Radhamani [23] suggested the pigeon-inspired optimization algorithm. 

Moreover, incoming requests were optimally balanced using the harries hawk’s optimization (HHO) algorithm 

by analyzing overloaded and underloaded VMs. Rani and Suri [24] suggested a hybrid algorithm by merging 

the gravitational search concept in the ACO algorithm. Using the suggested algorithm, incoming jobs are 

allocated to the VMs to improve cloud computing’s task scheduling by decreasing the makespan. Likewise, an 

artificial bee and particle swarm algorithm was suggested by Thanka et al. [25] for task scheduling. To 

minimize the makespan, Pradhan and Bisoy [26] presented the modified particle swarm optimization algorithm. 

Most of these existing algorithms concentrated on reducing the execution time and response time. 

They do not consider load balancing factors. To balance resources efficiently, needed intelligent algorithms for 

resource management. Load-balancing algorithms have always improved planning speed and reduced 

processing and response times. Therefore, in this research ‘a metaheuristic algorithm’ is proposed based on a 

hybridization of the whale optimization algorithm (WOA) and seagull optimization algorithm (SOA) for 

improving the scheduling of tasks. The proposed algorithm’s primary goal is to maximize job allocation 

efficiency. In brief the following are the contributions of this research:  

− To implement the hybrid SOA algorithm and WOA. 

− The proposed method is simulated in CloudSim. 

− The algorithm reduces the load balancing aspects as: response time, execution time, processing time, and 

load balancing with an increase in memory utilization, CPU utilization, throughput, and reliability in the 

cloud applications. 

The remainder of the paper is organized as follows. The literature review of cloud scheduling is 

presented in section 2. In section 3 the proposed technique is depicted and section 4 shows the simulation 

efficiency of the proposed work. The conclusion of this paper is presented in section 5 and finally, section 6 

brings the work to a close with suggestions for future improvements. 

 

 

2. PROPOSED METHOD 

In cloud computing, scheduling is critical for users to finish their tasks on time. As a result, selecting 

the appropriate optimal resource is crucial, and it falls under the non-deterministic polynomial (NP)-hard issue. 

Therefore, a hybrid cloud job scheduling algorithm is proposed based on the WOA and the SOA. The following 

discussion demonstrated the design and pseudocode for the suggested hybrid metaheuristic algorithms.  

Figure 1 depicts the proposed framework to schedule tasks in the cloud. In cloud infrastructure, they get various 

jobs that differ in size. The proposed model uses metaheuristic algorithms that aim to complete tasks in the 

cloud data center. The essential goal of the proposed approach is to allocate jobs to the VMs. Based on the 

length and runtime of the tasks, the proposed method uses a metaheuristic algorithm to manage their priority. 

The tasks are organized within the task queue once they have been allocated with their priorities. The hybrid 

algorithm carries out the task scheduling process, which is based on data center properties such as time, 

memory, and CPU. 
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Figure 1. Proposed architecture 

 

 

2.1.  System model 

In cloud computing, there are several data centers, which are referred to as physical machines, and 

each data center has computational resources to perform tasks for users. On virtual machines, cloud users have 

different tasks to perform. Through the load balancing algorithm, various tasks are allocated to different VMs. 

Load balancing algorithms constantly monitor the load on VMs in the cloud infrastructure. The bandwidth, 

RAM, MIPS (million instructions per second), and the task's processing time determine the virtual machine's 

load. Because one operation’s processing time differs from another’s, the VMs load fluctuates. The goal of this 

technique is to plan tasks and assign tasks from overloaded VMs to underloaded VMs. As a result, task 

unbalanced situations throughout the overall system are avoided. This research aims to decrease the response 

time, processing time, and execution time value by queuing the most suitable set of tasks for virtual machines 

and improving CPU and memory utilization. 

 

2.2.  Mathematical model 

Let F and M  be the number of PMs in cloud C and the set of VMs on each PM. 

 

𝐶 = {𝑃𝑀1, . . . , 𝑃𝑀𝐾 , . . . , 𝑃𝑀𝐹} (1) 

 

where C represents the cloud. Among the physical machines, PM1 indicates the first, PMK represents Kth, and 

PMF indicates the Fth. PMK is shown (2). 

 

𝑃𝑀𝐾 = {𝑉1, . . . , 𝑉𝑖, . . . , 𝑉𝑚} (2) 

 

Where the first virtual machine is V1, the ith VM is Vi, and the mth virtual machine is Vm. In virtual machines, 

task processors, instructions for executing the user's tasks, memory, and task allocations indicate that task 

distributions among the under-loaded virtual machines are all included. The set of tasks on the virtual machines 

is T. In (3) shows the tasks processed by the VM in the cloud. If T number of tasks are processed by virtual 

computers in the cloud, the tasks are expressed as: 

 

𝑇 = {𝑇1, 𝑇2, . . . , 𝑇𝑗 , . . . , 𝑇𝑛} (3) 
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where the VM’s total number of tasks is represented by T, the first and second tasks are denoted by T1 and T2, 

respectively. Tj denotes the jth task, while Tn denotes the nth task. The task Tj’s execution time can be expressed 

as Ej, and the task Tj's priority level can be expressed as Pj. 

 

2.3.  Proposed load balancing approach 

A cloud system comprises many data centers; each one comprises various PMs, and several virtual 

machines, as explained mathematically above. Multiple cloud users have submitted requests (tasks) to data 

centers. Following that, the VMs carry out those jobs. The proposed hybrid whale-seagull optimization 

algorithm (WSOA) assigns various requests to the VMs and numerous processes are included in the proposed 

LB system, such as; i) task scheduling, ii) calculation of VM capacity, iii) calculation of each load, and  

iv) hybrid WOA-SOA used for identifying the overloaded and under-loaded task and allocating overloaded 

VMs to under-loaded VMs. 

 

2.3.1. Scheduling the task 

The user will submit cloudlet list, a list of cloudlets that must be balanced to the scheduler:  

Balancing: the appropriate VM is assigned based on the information collected. 

VMCheck: check the VM state by comparing its capacity to its load using the three thresholds: upper, fair, 

and lower. 

The capacity of VMs: a VM’s capacity can be estimated based on its memory, MIPS, and processors. It is 

written as 𝐶𝑉m, and it is shown mathematically in (4), 

 

𝐶𝑉𝑀 = 𝑃𝑒𝑛𝑢𝑚 × 𝑃𝑒𝑚𝑖𝑝𝑠 (4) 

 

where Penum is denoted as several computing units allocated in VM, Pemips is defined as the amount of MIPs. 

Calculation of VM load: a VM’s load is computed by combining two approximates: maximal and minimal 

bound approximates. Furthermore, the duration of execution of the task and the capacity of the VMs are taken 

into account. The load of a VM is calculated using two approximates: maximal bound and minimal bound, as 

well as the task's execution time and capacity. In (4) will be used to compute the VM load (VMload). 
 

𝑉𝑀𝑙𝑜𝑎𝑑𝑖 =
∑ 𝑇𝐿𝑗
𝑛
𝑗=1

𝑛
 (5) 

 

Where TL refers to task length. 

As a result of the previous process, the three thresholds were chosen. First threshold upper limited 

(TUL) is equal to 0.98. Secondly, threshold fair limited (TFL) is 0.7, and finally, threshold for lower limited 

(TLL) is 0.3, compared to VM load with a capacity to update VMs. 

− Stage 1. If VMloadi <= 𝐶VMi × TLLthen VM state is labeled as underloaded. 

− Stage 2. If𝑉𝑀𝑙𝑜𝑎𝑑𝑖 > 𝐶𝑉𝑀𝑖 × 𝑇𝐿𝐿 then VMloadi <= 𝐶VMi × TFL then VM state labeled as a balanced state. 

− Stage 3. If 𝑉𝑀𝑙𝑜𝑎𝑑𝑖 > 𝐶𝑉𝑀𝑖 × 𝑇𝑈𝐿 then VM state is labeled as overloaded. 

After calculating the VM’s capacity and load, hybrid WOA-SOA selects the best VM for task allocation. 

 

2.3.2. Proposed SOA-WOA for task allocation 

The proposed technique must locate suitable underloaded VMs for reallocating the task removed from 

the virtual machine, which is overloaded. The PMs may have multiple VMs that can complete the task. As a 

result, it is critical to look for the best VM for the job. Not only does the proposed technique perform LB, but 

it also considers the task's execution time, priority level, and response time. For determining the underloaded 

VMs, let us consider the VM's load and its capacity. 

Foraging is an everyday activity for many animals in nature. Whales, for example, are known to 

engage in a unique form of foraging called bubble-net foraging. WOA designs downward spirals and shrinking 

encirclements based on whale predation behavior. When seagulls are looking for food, they migrate from one 

location to another. They spiral in the air to attack prey once they find rich prey. The hybrid WSOA optimizes 

global issues that combine the WOA’s shrinking encircling mechanism with the SOA’s spiral attack behavior, 

improving search capabilities locally and globally. Levy flight is a mechanism that controls local search by 

causing random walking behaviors. Seagull optimization, however, converges prematurely. Therefore, this 

paper incorporates the levy flight mechanism that encircles WOA’s contraction and the SOA’s local searching 

stage to increase the algorithm’s ability to exploit and avoid early convergence. The following is the updated 

contraction near WOA’s mechanism with levy flight strategy: 
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𝐷𝑠
→ 
= 𝑙𝑒𝑣𝑦(𝑑) × (𝑙𝑒𝑣𝑦(𝑑) × 𝑃𝑏𝑠

→  
(𝑥) − 𝑃𝑠

→
(𝑥)) , 𝑃𝑠

→
(𝑥 + 1) = 𝑃𝑏𝑠

→  
(𝑥) − 𝐴

→
× 𝐷𝑠
→ 

 (6) 

 

where d is the current location vector’s dimension, the current iteration number is denoted as x, and levy flight 

is defined as; 

 

𝑙𝑒𝑣𝑦(𝑥) = 0.01 ×
𝑟1×𝜎

|𝑟2|
(1/𝛽) (7) 

 

where r1 and r2 are random numbers in [0, 1], a constant value is β, and σ can be expressed as; 

 

𝜎 = (
𝛤(1+𝛽)×𝑠𝑖𝑛(𝜋𝛽/2

𝛤(1+𝛽/2)×𝛽×2(𝛽−1/2
)
(1/𝛽)

 (8) 

 

where 𝛤(𝑥) = (𝑥 − 1)!. 
the SOA's spiral attack method has been improved in (9); 

 

𝐷𝑠
→ 
= 𝐶𝑠
→ 
(𝑥) + 𝐵 × 𝑙𝑒𝑣𝑦(𝑑) × (𝑃𝑏𝑠

→  
(𝑥) − 𝑃𝑠

→
(𝑥)) , 𝑃𝑠

→
= (𝐷𝑠
→ 
× 𝑥 ′ × 𝑦′ × 𝑧 ′) + 𝑃𝑏𝑠

→  
(𝑥) (9) 

 

where reflection of the search agent’s location that does not conflict with other search agents is denoted as 

C→s. →Ps denotes the search agent’s current position, representing the distance the best-fit search agent and 

the search agent. 

 

2.3.3. Fitness function 

The fitness function of the proposed algorithm is given in the (10), and the algorithm of the proposed 

approach is given in Algorithm 1: 

 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 = 𝑀𝑖𝑛(𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑡𝑖𝑚𝑒 + 𝑃𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 𝑡𝑖𝑚𝑒) (10) 

 

Algorithm 1. Task allocation 
Input: T = {T1, T2, T3, Tn} 

             VM = {VM1, VM2, VM3, VMm} 

Output: The best potential task-to-VM mapping that is balanced 

Step 1: Parameter initialization 

Initialize the number of tasks, number of VMs, parameters, and the maximum number of 

iterations Maxitr. 

Step 2: Evaluate the workload of the best hyper-heuristic solution by determining the load 

and capacity on each VM by, 

Load on  VM(LVMi,t) =
N(T, t)

S(VMi,t)
 

Where, LVMi,t = Load of VMi at time t 
𝑁(𝑇, 𝑡) = 𝑠𝑒𝑡 𝑜𝑓 𝑡ask 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑡 𝑜𝑛 𝑠𝑒𝑟𝑣𝑖𝑐𝑒 𝑞𝑢𝑒𝑢𝑒 
𝑆(𝑉𝑀𝑖,𝑡) = 𝑅𝑎𝑡𝑒 𝑜𝑓 𝑠𝑒𝑟𝑣𝑖𝑐𝑒 𝑟𝑎𝑡𝑒 𝑜𝑓 𝑉𝑀𝑖  𝑎𝑡 𝑡𝑖𝑚𝑒 𝑡

 Step 3: To keep track of the presence of low-load VMs, such as to test the load on the VM, 

followed by WOA to optimize the SOA for assigning a task. 

Step 4: Determine which VMs to be allocated based on the load. 

Step 5: If nodes are not overloaded, look for underloaded nodes. Upon finding an underloaded 

user, a virtual machine is allocated, and the process continues until no underloaded VMs are 

found. 

Step 6: Find VM to transfer the task 

Step 7: Task Migration based on VM group 

Step 8: Continue until the whole task queue is completed. 

As a result of its load scheduling capabilities, the WSOA reduces response times for cloud 

requests. By utilizing a more comprehensive search area, users get satisfaction. The results 

are presented in the upcoming sections. 

 

 

3. RESULTS AND DISCUSSION 

The experimental setup and evaluation of the proposed algorithm are presented in this section, along 

with a comparison to some other recent algorithms. To determine the effectiveness of the proposed algorithm, 

the CloudSim simulator is used with Intel® Core™ CPU, 2.60 GHz, 8G RAM. Cloud platform components 

include cloud clients, cloudlets (undertakings), client, cloudlets, datacenter and VM. These parameters are 

expressed as a constant value for stable stimulation and as a lower limit for the simulation model, with the 

possibility of increasing those values during execution. The data center allocates CPUs, memory, and storage 

to each virtual machine. Table 1 shows the main components and parameters of our simulation. 
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Table 1. Parameter setting for cloud simulator 
Entities Parameters Values 

Datacenter Number of CPUs 25 
Storage 10 TB 

Number of data centers 1 

Processing capacity 10,000 MiPs 
RAM capacity 50 GB 

Task properties Number of tasks 100-1,000 

Size of the tasks 30,000-300,000 
CPU length [100, 1,000] MiPS 

Virtual machine Number of CPUs 1 

Bandwidth 200 MIPS 
Capacity of RAM 1,028 MB 

Capacity of storage 100 GB 

 

 

3.1.  Performance metrics 

Several performance metrics are utilized to analyze the effectiveness of the proposed task scheduling 

technique, such as response time, throughput, execution time, resource utilization, and reliability. The 

mathematical formulation of these metrics is defined in the following;  

1. Response time: average response time: 

 

𝑇𝑟𝑒𝑠𝑝 =
∑ 𝑟𝑗
𝑛
𝑗=1

𝑛
 (11) 

 

2. Throughput: throughput time is calculated using in (12) 

 

𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 𝑡𝑖𝑚𝑒 =  
𝑚

𝑚𝑎𝑥1≤𝑖<𝑚{𝐹𝑇𝑖}
 (12) 

 

3. Execution time: the execution time of the proposed approach is computed using in the (13). 

 

𝐸𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒 =
Task

Processing speed of VM
 (13) 

 

4. Resource utilization: the server resource utilization displays how much time the resources in the cloud data 

center should be rescheduled to complete the tasks. 

 

𝑢𝑡𝑖𝑙𝑅𝑒 𝑠(𝑡) = 𝐷𝑒𝑚𝑅𝑒 𝑠 × 𝜆(𝑡) (14) 

 

5. Reliability: the quality-of-service (QoS) reliability domain R is defined as 

 

𝑇𝑅 = 𝐿𝑜𝑠𝑠 × 𝑃𝑒𝑟𝑖𝑜𝑑 × 𝐵𝑢𝑟𝑠𝑡𝑖𝑛𝑒𝑠𝑠 × 𝐶𝑜𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛, with Loss = 𝑛0, Period = 

𝑟 + , Burstiness = 𝑟 +  and corruption = {𝑟 ∈ 𝑟|0 ≤ 𝑟 ≤ 100 (15) 

 

3.2.  Comparative analysis 

The proposed approach is compared to other heuristic algorithms in this section with HHO, hybrid 

dragonfly and firefly algorithm (ADA), spider monkey algorithm (SMA), and bird swarm optimization (BSO-

LB) since they have similar goals. These heuristic algorithms aim to improve cloud task scheduling and balance 

the load. The proposed method’s performance is assessed using a variety of QoS metrics such as CPU 

utilization, execution time, reliability, processing time, response time, throughput, and memory utilization. The 

results of the evaluation are as follows. The task sizes are produced randomly at runtime in Table 2 of the 

experiment, and the size is expressed as millions of instructions per second (MIPs). 

 

 

Table 2. Size of synthetic datasets 
Tasks types Number of tasks 

Small 100-200 

Medium 400-500 

Large 600-700 

Extra-large 800-1,000 
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3.3.1. Response time 

Listed are the times it takes to complete various tasks. Compared to other existing algorithms, fewer 

requests are queued, and device response time has decreased with the hybrid WSOA algorithm, as shown in 

Figure 2. Thus, the proposed algorithm is more suitable for balancing the load than existing algorithms. 

Compared to the BSO-LB algorithm, the response time of ADA and SMA is higher. Because the SMA 

algorithm is highly reliant on the hyperparameters and has minimal convergence. Moreover, the ADA becomes 

trapped in local optima because of the algorithm’s high rate of exploitation. 
 

 

 
 

Figure 2. Comparative analysis of response time 

 

 

3.3.2. Execution time 

Figure 3 depicts the execution time (in seconds) calculated for various jobs. The task execution time 

is determined by the VM instances chosen. When tasks are assigned to the most powerful VM instances with 

the highest resource capacity, the task execution time is reduced compared to less powerful VM instances. 

HHO and ADA techniques require a maximum average execution time of 103 and 96 milliseconds, 

respectively. SMA and BSO-LB methods required a slightly lower average execution time, with an average of 

87 ms and 84 ms for 1,000 tasks, respectively. However, for a maximum number of tasks, the proposed WSOA 

algorithm produced efficient outcomes with the shortest average execution time of 81 ms. 
 

 

 
 

Figure 3. No. of tasks vs execution time 

 

 

3.3.3. Processing time 

Figure 4 depicts the experimental outcomes of the approaches. When comparing the outcomes in terms 

of processing time, it is worth noting that the HHO and ADA approaches took maximum average processing 
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times of 12,500 ms and 11,500 ms, respectively. SMA and BSO-LB techniques required a slightly shorter 

average processing time, with average response times of 11,250 ms and 11,000 ms, respectively. However, for 

1,000 tasks, the proposed WSOA algorithm produced an effective result with the shortest average reaction time 

of 10,700 ms. 

 

 

 
 

Figure 4. No. of tasks vs processing time 

 

 

3.3.4. Resource utilization 

Based on CPU and memory consumption, we analyzed resource utilization. Figure 5 depicts the results 

of the CPU utilization evaluation for all approaches. The WSOA reached the best CPU utilization across all 

tasks compared to other techniques. HHO, ADA, SMA, and BSO-LB models got lower CPU utilization by 

obtaining the lowest utilization under small types of tasks of about 52%, 57%, 67%, and 69%, respectively. 

However, the provided model outperformed the competition by achieving maximum CPU usage of 98% for 

extra-large jobs and 72% for minor tasks. 

 

 

 
 

Figure 5. No. of tasks vs CPU utilization 

 

 

Figure 6 depicts a detailed comparison WSOA and existing approaches in terms of memory usage. 

Compared to other approaches, the WSOA obtained the highest memory usage in various jobs see Figure 6. 

HHO, ADA, SMA, and BSO-LB models have low CPU consumption under small tasks, with the lowest usage 

of 47%, 52%, 57%, and 60%, respectively. However, the provided model outperformed the competition by 

achieving the highest memory usage of 93% for extra-large jobs and % for minor tasks, respectively. 
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Figure 6. No. of tasks vs memory utilization 

 

 

3.3.5. Reliability 

The proposed method’s reliability is compared to the other alternatives depicted in Figure 7. HHO, 

ADA, SMA, and BSO-LB models have poor dependability in minor activities, with minimum reliability of 

47%, 56%, 66%, and, 69% respectively. The proposed WSOA models, on the other hand, outperformed the 

competition by achieving maximum reliability of 82% for extra-large workloads. This is because the resources 

are assigned to jobs while considering their failure rate. Moreover, tasks are running on the processor's usual 

frequency, which has the highest level of reliability. 
 

 

 
 

Figure 7. No. of tasks vs reliability 

 

 

3.3.6. Throughput 

Figure 8 depicts the experimental outcomes of the procedures. HHO and ADA models had low 

average throughput in small tasks, with a minimum average throughput of 82% and 91%, respectively. 

Simultaneously, the SMA and BSO-LB approaches attempted to keep up by slightly improving average 

throughput of 97% and 99%, respectively. However, the proposed model outperformed the competition by 

achieving an average throughput of 82% for extra-large tasks. 

In addition, the proposed strategy has been compared using various numbers of virtual machines. For 

this comparison, the algorithm has been run ten times, and the average results are shown in Figure 9. From the 

figure, it is observed that the proposed algorithm generates a high load balancing level compared to other 

existing techniques. Especially in 450 and 800 VMs, it effectively balances the workload and attains superior 

results than other compared techniques. Compared to all other techniques, the performance of HHO is 

substandard. Due to its population diversity problem, it cannot effectively handle the load balancing problem. 

Figure 10 displays the comparative experiment to show the efficiency of the proposed algorithm on 

comparing with other existing approaches. It shows that the efficiency of HHO is about 87%, the efficiency of 

ADA is about 91%, SMA is about 93%, BSO-LB is about 96%, and the Proposed algorithm outcomes the other 
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algorithm with an efficiency of about 98.5%. This result is achieved by including a levy flight strategy into the 

proposed approach that encircles WOA’s contraction and the SOA’s local searching stage to increase the 

algorithm's ability to exploit and avoid early convergence. 

 

 

 
 

Figure 8. No. of tasks vs throughput 

 

 

 
 

Figure 9. Comparative analysis for various VMs 

 

 

 
 

Figure 10. Performance comparison in terms of efficiency 
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As the data reveal, when compared to other methods, the proposed method consistently produces the 

best outcomes. It is owing to the benefits of both WOA and SOA algorithms functioning together. Many 

existing algorithms have drawbacks that make them unsuitable for specific situations, and load balancing is 

ineffective, such as spider monkey optimization (SMO) and bird swarm algorithms are affected by premature 

convergence. Moreover, firefly’s limited exploratory capacity makes it occasionally hard to find the best 

answers. Low solution accuracy, easy stalling at local optima, and an imbalance exploration and exploitation 

may be the effects of the DA algorithm’s extensive social interactions. Because of these drawbacks, load 

balancing and work scheduling using present methodologies are not done correctly. 

In contrast to prior methods, the proposed model developed an improved optimization-based 

scheduling approach to address the issues of system overhead, stability, reliability, and poor allocation of 

resources. The hybrid WOA-SOA algorithm is used in the proposed model to balance the load and schedule 

the work. The WSOA benefits from the powerful global search capability of WOA and the quick convergence 

capability of SOA. Also included in the SOA search formula is the levy fly strategy, which can better balance 

exploitation and exploration techniques and prevent early convergence of techniques. This benefit motivates 

the suggested method to address load balancing issues by correctly allocating resources across VMs based on 

the best fitness function. Furthermore, it successfully addresses the issue of inefficient resource allocation and 

increases system overhead. With effective load balancing and meeting the goals of both cloud users and 

providers, it can be said that the proposed solution performed better than the alternatives in all the factors 

considered. 
 

 

4. CONCLUSION 

Infrastructure-based service providers face a constant challenge in task scheduling and load balancing 

since they serve more consumers while using fewer VMs. More research techniques for scheduling and load 

balancing were offered, but they had limitations, such as not considering the runtime variation of task 

parameters and VM properties. To address this problem, this research proposed a metaheuristic optimization 

technique that combined the scheduling of tasks with load balancing. It is achieved by combining the WOA 

and SOA. The WSOA algorithm given here established an adequate average load for making and improving 

critical measures such as optimal resource consumption and job response time. For simulation, the number of 

measures used to demonstrate the results was the utilization of resources, response time, execution time, 

reliability, throughput, and processing time, and the proposed method achieves 12 ms response time, 81 ms 

execution time, 98% resource utilization, 69% reliability, and 82% throughput. The proposed WSOA model 

performed better than the other methods based on performance, according to the results of the experiments. 

The proposed method will be improved in the future by incorporating other meta-heuristics algorithms, and 

QoS characteristics like energy consumption, migration time, and optimization time will also be considered. 

Additionally, future research will also take into account overlapping task collections and multi-objective 

approaches. 
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