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 In the context of decoding binary linear block codes by polar code decoding 

techniques, we propose in this paper a new optimization of the serial nature of 

decoding the polar codes equivalent to binary linear block codes. In addition 

to the special nodes proposed by the simplified successive-cancellation list 

technique, we propose a new special node allowing to estimate in parallel the 

bits of its sub-code. The simulation is done in an additive white gaussian noise 

channel (AWGN) channel for several linear block codes, namely bose–

chaudhuri–hocquenghem codes (BCH) codes, quadratic-residue (QR) codes, 

and linear block codes recently designed in the literature. The performance of 

the proposed technique offers the same performance in terms of frame error 

rate (FER) as the ordered statistics decoding (OSD) algorithm, which achieves 

that of maximum likelihood decoder (MLD), but with high memory 

requirements and computational complexity. 
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1. INTRODUCTION  

Instead of increasing the emission power to remedy the problem of alternating information sent in a 

communication system, redundancy must be added to the information before it is transmitted. This is the 

principle of error-correcting codes, which are frequently applied to detect and correct data transmission errors 

in communication systems. It consists of encoding the information by adding redundancy by the encoder in 

order to obtain a codeword, and the decoder uses this redundancy to rectify the transmission errors due to the 

channel noise. Generally, two types of decoding algorithms exist [1]. The first is hard decision decoding, which 

manipulates the received codeword in binary form. The second is soft decoding, which manipulates directly 

the received codeword symbols, and it offers more significant performance than a hard decision decoder. 

Soft decision maximum likelihood decoding (MLD) [2] is one of the decoders that offers the most 

significant performance. However, it is still considered an NP-Hard problem [3]. Soft decision decoding 

methods that are practical and computationally efficient have attracted a lot of attention [4], [5], but it's still an 

open problem for linear block error-correcting codes. One of the most well-known soft decision decoders is 

the ordered statistical decoding (OSD) introduced in [6] or its variant proposed in [7]. It is also a starting point 

for many other algorithms [8]–[12]. Experiments in the literature have revealed that OSD performs similarly 

to MLD for several binary linear block codes. This exceptional performance can only be obtained when OSD 

with higher orders is used, which means a lot of memory requirement and computational complexity. 

In 2008, Arikan introduced a class of error-correcting codes known as polar codes [13], which can 

provably attain channel capacity with explicit construction and attractive complexity of encoding/decoding, 
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which played a pivotal role in the selection of these codes for 5G NR deployment. To take advantage of their 

interesting performances and low complexity soft decoding in favor of binary linear block codes, recent work 

[14] proposed a method for converting a binary linear block code to a polar code with dynamic frozen bits [15], 

[16], which can then be decoded using successive-cancellation list (SCL) methods [17]. However, the serial 

nature of the SCL decoder negatively impacts latency and throughput. To mitigate the impact of the 

aforementioned nature, [18] proposes an adaptation of the simplified successive-cancellation list (SSCL) 

decoder [19], which offers parallel decoding. But the proposed adaptation does not consider the case where the 

frozen bits are dynamics. 

In this work, we suggest a new optimization of the serial nature for the decoding binary linear block 

code by the polar code soft decoding techniques. In addition to the special nodes proposed by the SSCL 

technique, we propose in this paper an extension of the single parity check (SPC) nodes by considering those 

with the parity check bit as dynamic frozen bit. The rest of the paper is structured out as follows: The section 2 

introduces some basic concepts in binary linear block codes and polar codes. The section 3 presents the new 

special node that offers a parallel estimation of a set of bits. Before concluding, the section 4 illustrates the 

results of applying an adaptation of SSCL with the proposed SPC-node having the dynamic parity check bit to 

some popular binary linear block codes. 

 

 

2. BACKGROUND  

2.1.  Binary linear block codes 

A linear block code 𝐶 is an error-correcting code structured as a vector subspace 𝔽𝑞
𝑘 over a finite field 

𝔽𝑞
𝑛, where 𝑞 is prime. If 𝑞 = 2, the code is a binary linear block code. It is described by three parameters, 

[𝑛, 𝑘, 𝑑𝑚𝑖𝑛] where 𝑛 describes the dimension of the space that contains it. It is called the length of the code 𝐶. 

𝑘 is the dimension of the code, corresponding to the size of the information block to be encoded and 𝑑𝑚𝑖𝑛 

describes the minimum distance, in the Hamming sense, between each codeword of the code. In practice, a 

linear code is thus represented by a matrix 𝐺, called a generator matrix, of size 𝑘 ∗ 𝑛 with 𝑘 < 𝑛, which takes 

words from 𝔽𝑞
𝑘 and returns codewords from 𝔽𝑞

𝑛. The coding is done by partitioning the original message into 

blocks of 𝑘 bits, then multiplying each block by the matrix 𝐺, resulting in codewords of 𝑛 bits as (1). 

 

𝐶 = {𝑐 = 𝑥 ∗ 𝐺 | 𝑥 ∈ 𝔽𝑞
𝑘}  (1) 

 

2.2.  Polar codes 

A polar code, 𝐶𝑝(𝑛, 𝑘, ℱ), is a class of linear block code with length 𝑛 = 2𝑚 (𝑚 being a natural 

number), containing 𝑘 information bits. The generator matrix 𝐺𝑝 of the code is attained by the 𝑚𝑡ℎ Kronecker 

power of the Arikan Kernel 𝒦 = [
1 0
1 1

], as follow: 

 

𝐺𝑝 = 𝒦⊗𝑚 = [𝒦
⊗𝑚−1 0

𝒦⊗𝑚−1 𝒦⊗𝑚−1
] (2) 

 

The coding process consists in constructing a vector 𝑢 containing 𝑛 − 𝑘 frozen bits set to 0 and 𝑘 

information bits, it is constructed in such a way that the information bits are situated on the positions {𝑖 ∉ ℱ} 
of the most reliable channels, and the frozen bits in the bad channels indices {𝑖 ∈ ℱ}. The corresponding 

codeword can then be computed similarly to (1) as 𝑐𝑝 = 𝑢 ∗ 𝐺𝑝. 

From the way the generator matrix of the polar code is built, it is obvious that such a code of size 𝑛 is 

constructed in a recursive way from a code of size 𝑛 − 1. This offers the possibility of representing this codes 

in several forms as shown in Figure 1, as a factor graph in Figure 1(a) or in the form of a tree in Figure 1(b), 

decomposed into depth levels 𝑑 ∈ {0, 1, … , 𝑙𝑜𝑔2(𝑛) + 1}. There are 2𝑑 nodes in each level, each node 

corresponds to 𝑛𝑣 = 2𝑚−𝑑 bits. 

 

2.2.1. Polar code decoding techniques 

With the successive-cancellation (SC) technique, polar codes have been shown to attain symmetric 

channel capacity with low-complexity decoding. The decoding technique implies traversing the tree in the precise 

order illustrated in Figure 1(b), starting at the root node and progressing through the binary tree to a leaf node. 

However, in the case of moderate or short block length, the successive-cancellation decoding technique for polar 

codes is less attractive compared to other codes like low-density parity-check (LDPC) codes [20]. Therefore, it is 

necessary to improve the performance of polar codes in both block length regimes. The SCL decoder algorithm 

plays a part at this point [17]. List decoding has been used to improve the error-correction performance of block 

codes for a long time. Instead of considering a hard decision, the SCL decoder continues along two paths when 
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estimating a leaf information bit. As a result, the decoder will have two alternative outcomes for each information 

bit, with a certain reliability metric 𝑃𝑀 for each path, up to a predefined limit list size 𝐿. When the number of 

paths exceeds 𝐿, the list is reduced to the 𝐿 most reliable paths. When decoding is complete, the decoder output 

is chosen based on the estimated codeword with the highest reliability path metric (𝑃𝑀).  

In SC or SCL, the estimation of a bit is linked to the estimation of the bits that precede it. This results 

in a serial process, which affects the algorithm's latency and throughput. Many efforts to address this issue 

have been the topic of research. The simplified successive-cancellation (SSC) decoder described in [21], and 

the simplified successive-cancellation list (SSCL) described in [19], enables estimating many bits at a time at 

the junction of special nodes depicted in Figure 1(b), and it is no longer required to traverse through the subtree 

with the special node as root, up to the leaf nodes. The different special nodes are identified in the decoding 

tree as follows : 

- Rate-0 node, denoted by the lozenge in Figure 1(b), has all of its leaf nodes frozen. i.e., the ratio of 

information bits to frozen bits is null. 

- Rate-1 node labelled by pentagon in Figure 1(b) is the node whose whole of leaf nodes are information 

bits. i.e., the ratio of frozen bits to information bits is null. 

- Single parity check node or SPC node labelled by triangle in Figure 1(b), is the root node of the subtree 

which consists of the leaf information nodes except for the first one, which is frozen. 

- Rep node labelled by square in Figure 1(b), is the root node of the subtree with all of the leaf nodes are 

frozen bits except the last (rightmost), which is an information bit. 

 

 

 

 
(a) 

 
(b) 

 

Figure 1. Representation of (8, 4) polar code (a) the factor graph representation form and (b) the tree 

representation form 

 

 

3. NEW SPC-NODE WITH DYNAMIC FROZEN BIT 

3.1.  Polar code with dynamic frozen bit 

The less attractive minimum Hamming distance of polar codes is an open issue. A recent contribution 

[15] recommended to generate the frozen bits in a dynamic way based on the message bits, so the minimum 

Hamming distance can be increased. This principle suggests to inject a linear code with a significant minimum 

Hamming distance, having a specific upper trapezoidal generator matrix 𝐺𝑑𝑓. This matrix allows to define the 

linear functions defining the dynamic frozen bits according to the information bits. Thus, the polar codewords 

can be generated via: 

 

𝑐𝑝 = 𝑢. 𝐺𝑝 = 𝑚𝑝. 𝐺𝑑𝑓. 𝐺𝑝  (3) 

 

where 𝑚𝑝 is the vector contaning the 𝑘 information bits. Trifonov and Miloslavskaya [15] provides an example 

of polar code with dynamic frozen bits determined using an extended bose–chaudhuri–hocquenghem (E-BCH) 

code, which has been proved to produce a large minimum distance. 
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3.2.  New SPC-Node with dynamic frozen parity check bit 

As described in [21], single parity check node or (SPC) node is the root node of the subtree which consists 

of the leaf information nodes except for the first one which is frozen. Since it is frozen, it must be transmitted in 

one of the least reliable channels. Therefore, it corresponds to the bit with the lowest absolute value |𝛼𝑣𝑖
|.  

Let’s 𝑖𝑝𝑐 the position of the least reliable bit and 𝑛𝑣 the number of bits in 𝛼𝑣. At the encounter of a 

SPC-node, the estimation of 𝛽𝑣 returned to the parent node is done as follows for each path: 

 

𝛽𝑣 {
ℎ(𝛼𝑣𝑖

)          𝑓𝑜𝑟 (𝑖 ≠ 𝑖𝑝𝑐)

∑ 𝛽𝑣𝑖

𝑛𝑣
𝑖=0,𝑖≠𝑖𝑝𝑐

 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (4) 

 

where ℎ is the hard decision function described as (5). 

 

ℎ(𝑥) =  {
1,       𝑖𝑓 𝑥 < 0
0,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (5) 

 

Note that it is important to estimate all the information bits before estimating the parity check bit. The update 

of the 𝑃𝑀𝑠 for the information bits and the parity bit are respectively. 

 

𝑃𝑀𝑙 = 𝑃𝑀𝑙 + 𝑠𝑖𝑔𝑛(𝛼𝑣𝑖
)𝛼𝑣𝑖

− (1 − 2𝛽𝑣𝑖
)𝛼𝑣𝑖

 (6) 

 

𝑃𝑀𝑙 = {
𝑃𝑀𝑙  ,   𝑖𝑓     𝛽𝑣𝑖𝑝𝑐

= ℎ(𝛼𝑣𝑖𝑝𝑐
)

𝑃𝑀𝑙 + |𝛼𝑣𝑖𝑝𝑐
|, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (7) 

 

The (4), (7) are useful just in the case where the leaf frozen bit of the SPC-node is statically frozen (fixed to 

zero). While, for polar codes with dynamic frozen bits, it is necessary to define the estimation rules taking into 

account the specificity of the dynamic frozen bits. This paper aims to redefine the estimation and the 𝑃𝑀𝑠 

update in the case where the frozen bit of the SPC-node is dynamic frozen. 

Let 𝑢𝑗 be a dynamic frozen bit, ℱ the set of the frozen bits positions, and 𝑆𝑗 a set with elements in the 

set of the information bits positions. By definition of a dynamic frozen bit, its value is defined according to 

certain information bits according to an 𝑆𝑗. i.e., the value of the dynamic frozen bit 𝑢𝑗 is defined as (8). 

 

∀𝑗 ∈ ℱ: ∃𝑆𝑗 ⊂ ℱ | 𝑢𝑗 = ∑ 𝑢𝑡𝑡∈𝑆𝑗
    (8) 

 

If 𝑆𝑗 = ∅, the bit is static frozen, i.e. 𝑢𝑗 = 0. 

 

The frozen position of an SPC-node is 𝑗 = 0. If it is dynamic frozen, its value is no longer 0, but it is 

defined according to 𝑆0. So its estimation does not depend only on the estimation of the information bits that 

constitute the SPC-node, but also on the function that define de dynamic frozen bit ∑ 𝛽𝑡𝑡∈𝑆0
. Thus the (4) 

related to the estimation of 𝛽𝑣 returned to the parent node of an SPC-node, in the case where the parity bit is 

dynamic frozen will be as (9). 

 

𝛽𝑣 {
ℎ(𝛼𝑣𝑖

) ,                                      (𝑖 ≠ 𝑖𝑝𝑐)

∑ 𝛽𝑣𝑖

𝑛𝑣
𝑖=0,𝑖≠𝑖𝑝𝑐

+ ∑ 𝛽𝑡𝑡∈𝑆𝑗
, (𝑖 = 𝑖𝑝𝑐)

    (9) 

 

And the (7) related to the 𝑃𝑀𝑠 update must depend on the linear function that defines the dynamic frozen bit. 

Hence the (7) in this case can be defined as (10). 

 

𝑃𝑀𝑙 = {
𝑃𝑀𝑙  ,   𝑖𝑓  𝛽𝑣𝑖𝑝𝑐

= ∑ 𝛽𝑡𝑡∈𝑆𝑖𝑝𝑐

𝑃𝑀𝑙 + |𝛼𝑣𝑖𝑝𝑐
|, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

    (10) 

 

Figure 2 shows two types of SPC in the form of a tanner graph. For example, the estimation of 

generated parity bit is shown in Figure 2(a) for 𝑛 = 4 in the case of polar codes with static frozen bits (fixed 

to 0). For the case of a SPC sub-code whose parity bit is a dynamic frozen bit, which depends linearly on some 

information bits, the estimation of the latter can be obtained as illustrated in Figure 2(b).  
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(a) 

 
(b) 

 

Figure 2. SPC-node adapted to polar code with dynamic frozen bits (a) SPC-node with static frozen bit and 

(b) SPC-node with dynamic frozen bit 

 

 

3.3.  Application on polar codes equivalent to linear block codes 

Using a permutation matrix 𝑃, it was proven in [14] that the decoding space of a (𝑛, 𝑘) binary linear 

block code 𝐶, defined by its generator matrix 𝐺, may be mapped into the decoding space of an appropriate 

polar code 𝐶𝑝 with dynamic frozen bits defined by 𝐺𝑝. A codeword 𝑐 of 𝐶 can be stated in terms of a codeword 

𝑐𝑝 of 𝐶𝑝. i.e., 𝑐 = 𝑐𝑝. 𝑃. The matrix 𝐺𝑑𝑓 used in (3) and obtained by transformation of 𝐺𝑃−1𝐺𝑝
−1 into reduced 

row echelon form, allows to define the polar code with dynamic frozen bits equivalent to a binary linear block 

code 𝐶, where the index of columns with just one element not null denotes information bits, the index of 

columns with zero items denotes static frozen bits, and the remainder are dynamic frozen bits, obtained by 

linear function of some information bits. 

SSCL decoding in favor of polar codes equivalents to binary linear block code has already been treated in 

[18]. But the authors just took into account special nodes with static frozen bits. The SPC-node proposed in this work 

allows to prune the decoding tree to better minimise the serial nature in the case of dynamic frozen leaf bits. 

Example 1: Let’s take the E-BCH code (16,7) with generator matrix 𝐺 defined in [22], the generator 

matrix 𝐺𝑝 of polar code of length 𝑛 = 16, and the permutation matrix 𝑃 defined as (11). 

 

𝑃𝑖,𝑗 = {
1, (𝑖 = 𝑛 − 1 − 𝜃𝑗 | 0 ≤ 𝑗 ≤ 𝑛 − 2) 

𝑜𝑟 (𝑖 = 𝑗 = 𝑛 − 1)
0,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                       

 (11) 

 

𝐺𝑑𝑓, which allows to define the polar code equivalent to the extended BCH code (16,7) defined by its 

generator matrix 𝐺, can be obtained by transforming 𝐺𝑃−1𝐺𝑝
−1 into reduced row echelon form. 

 

𝐺𝑑𝑓 =

[
 
 
 
 
 
 
0 0 0 1 0 0 1 0 0 0 1 0 1 0 0 0
0 0 0 0 0 1 0 0 0 1 1 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1]

 
 
 
 
 
 

 

 

From 𝐺𝑑𝑓, the polar code with dynamic frozen bits equivalent to extended BCH (16,7), is defined as 

𝑢3, 𝑢5, 𝑢7, 𝑢11, 𝑢13, 𝑢14, 𝑢15, which are information bits, 𝑢0, 𝑢1, 𝑢2, 𝑢4, 𝑢8 which are static frozen bits and 𝑢6 =
𝑢3 , 𝑢9 = 𝑢5 , 𝑢10 = 𝑢3 + 𝑢5 , 𝑢12 = 𝑢10 as the dynamic frozen bits. In Figure 3 which represents the SSCL 

decoding tree with SPC-nodes with a dynamic frozen bit for a two codes BCH and QR, Figure 3(a) represents 

the SSCL decoding tree of this code taking into consideration the SPC-node with dynamic frozen bits. 

Example 2: Let’s take 𝐺 as the generator matrix of extend (32, 16) Quadratic-residue code (QR) code 

generated from GUAVA package [23], and same permutation matrix 𝑃 defined in (11) with 𝑛 = 32. By 

transforming 𝐺𝑃−1𝐺𝑝
−1 into a reduced row echelon form, where 𝐺𝑝 is the 5𝑡ℎ Kronecker power of Arikan 

kernel, we define the polar code equivalent to the extended QR-code as follows: 𝑢0, 𝑢1, 𝑢2, 𝑢4, 𝑢8, 𝑢16 as its 

static frozen bits, 𝑢12, 𝑢17, 𝑢18, 𝑢20, 𝑢21, 𝑢22, 𝑢24, 𝑢25, 𝑢26, 𝑢28 as its dynamic frozen bits and the remainder as 

information bits. From the representation of the equivalent polar code’s tree with SPC-nodes with a dynamic 

frozen bit for a two codes BCH and QR in Figure 3, in additions to special nodes with static frozen bit, we 

notice that the fourth and the eighth node at depth 3 in Figure 3(b) are SPC-nodes with dynamic frozen bit 

presented in this work. 
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(a) 

 
(b) 

 

Figure 3. SSCL Decoding tree with SPC-node with dynamic frozen bit (a) (16,7) polar code equivalent to 

(16,7) extended BCH code and (b) (32,16) polar code equivalent to (32, 16) E-QR code 
 

 

4. RESULTS AND DISCUSSION 

In this section, we compare the frame error rate (FER) of the suggested method to the OSD algorithm 

for binary linear block code over additive white gaussian noise channel (AWGN) channel, in order to evaluate 

its performance. E-BCH codes, QR code and a binary linear block codes newly constructed in [24] are used in 

the simulations. Figure 4 illustrate the performances comparison between OSD and the proposed method for 

some popular codes. Figures 4(a) and 4(b) shows the FER of the suggested SSCL decoder including SPC-node 

with dynamic parity check bit, compared to the OSD decoder for two extended BCH codes of length 64 with 

different dimensions 𝑘 = {24, 51}, using the same permutation matrix 𝑃 described in (11), generator matrices 

described in [22], and the 6th Kronecker power of Arikan kernel defined in (2).  

The polar code equivalent to the E-BCH code (64,24), illustrated in Figure 4(a), is defined so that the 

positions {8,12,16,24,28,30,31,32,40,44,46,47,48,52,54,55,56,58,59,60,61,62,63,64} are information bits, the 

positions {15,20,22,23,26,27,29,36,38,42,43,45,50,51,53,57} are dynamic frozen bits, and the remainder 

positions are static frozen bits. In addition to the optimization proposed by the SSCL technique as described in 

[18], the special node proposed in this work allows even more to cut the decoding tree to the met of the eighth 

node at depth 3 and the eighth, twelfth and fourteenth nodes at depth 4, which are SPCs with dynamic frozen 

bits. In terms of FER, we observe that the proposed method, with list size 𝐿 = 16, achieves the performance 

of a second-order OSD, and it outperforms a second-order OSD decoder with list size 𝐿 = 32.  

For E-BCH code (64,51) illustrated in Figure 4(b), the equivalent polar code is defined in order that 

the positions {1,2,3,5,9,17,33} are static frozen bits, the positions {21,34,35,37,41,49} are dynamic frozen bits, 

and the remainder positions are information bits. The new SPC-node with dynamic frozen bit is at position 4 

in depth 2, and at positions {10, 11} in depth 4. This allows to estimate in parallel the leaf nodes of the subtree 

of which SPC-node with dynamic frozen bit is root. In terms of performances, we observe that the method 

presented in this paper allows to reach the second-order OSD with a list size 𝐿 = 32.  

Figure 4(c) illustrates the performances of the polar code equivalent to the extended (32,16) QR code 

described in Example 2. We can notice that the performances of the proposed method join those of the OSD 

of order 2, that with a list size 𝐿 = 32. Figure 4(d) allows to confirm that the method offers good performances, 

so it represents the first FER simulation of one of the codes newly built by the method proposed in [25]. 

For the (16, 9) code newly constructed in [25], and with a permutation matrix 𝑃 defined as follows: 

 

𝑃 =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1]

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

to take advantage of the performances of polar code decoders in favor of binary linear block codes, the authors in 

[14] proposed to decode the linear block codes with the SCL method for polar codes. In terms of performance the 

results obtained are good, but the serial nature of the SCL technique has an impact on latency and throughput. In 
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order to partially reduce the impact of the serial nature of the SCL technique in favor of linear block codes, [18] 

suggests to decode equivalent polar codes by the SSCL technique. The contribution allows estimating some bits 

related to the special nodes. But the equivalent codes to the linear block codes are polar codes with dynamic frozen 

bits, and the authors ignored the special nodes with dynamic frozen bits, resulting in serial estimation.  

To apply parallel estimation in the case of dynamic frozen bits, we proposed in this paper the SPC 

node with a frozen dynamic leaf bit, as new special node offering parallel estimation instead of serial bits 

estimation. Since the construction of polar codes is done recursively, each non-leaf node constitutes a polar 

sub-code of size 𝑛𝑣. Therefore, for the new special node, the estimation is done in one operation instead of 

applying a series of operations of order 𝒪(𝐿𝑛𝑣𝑙𝑜𝑔𝑛𝑣). Compared to the literature [14], [18], this work offers, 

on the one hand, a better minimization of the serial nature and the time steps with the same performance, and 

less requirements in latency and computational complexity. On the other hand, it represents the first decoding 

simulation for newly constructed codes [25], as well as for QR codes. 

In general, the OSD is the soft decoding algorithm allowing to reach the performances of an MLD for 

binary linear block codes, but this requires memory and exponential computing demand 𝒪(𝑛𝑘2 + 2𝑟𝑛𝑘). 

While the technique proposed in this work is a derivative of the SC method which is characterized by an 

attractive computational complexity 𝒪(𝑛𝑙𝑜𝑔2(𝑛)). In addition, the principle of parallel estimation at special 

nodes offers a major gain in decoding latency. A table in [26], summarizes the gain in time step of the proposed 

method compared to the SCL technique. 

Because lower complexity immediately reduces the system's cost and power consumption, coding 

scheme complexity is extremely important. Given that the computational complexity of the SC decoder is 

solely dependent on block length 𝑛, it is obvious that the complexity of the polar code with the SC decoding 

method is lower than that of other coding schemes. This is confirmed by [27]. The adaptation offered in this 

work of a derivative of the SC technique allows us to take advantage of its low complexity for the benefit of 

different classes of popular linear codes. 

 

 

 
(a) 

 

 
(b) 

 
(c) 

 
(d) 

*SSCL-SPC-DFB: Simplified Successive-Cancellation List with SPC-node having a dynamic frozen bit 

 

Figure 4. Performance comparison between OSD and the proposed method; (a) E-BCH (64,24), (b) E-BCH 

(64,51), (c) E-QR (32, 16) and (d) (16,9) linear code constructed in [24] 
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5. CONCLUSION 

In this work, we propose new special node that adds to those of the SSCL technique in the case of 

polar codes with frozen dynamic bits. The objective is to minimize the serial nature of the basic SCL technique, 

offering a parallel estimation of a set of bits. It allows to decrease the decoding latency of polar codes 

equivalents to binary linear block codes using the SSCL algorithm. Using a set of binary linear block codes as 

a case study, we demonstrated that the technique allows to achieve the performances of a SCL decoder, with 

minimization of required time-steps. On the one hand, a significant reduction in the serial characteristic of 

SCL, resulting in a reduction in decoding latency. The simulation, on the other hand, demonstrates that the 

proposed technique can match the performances of the well-known OSD, which allows binary linear block 

codes to meet channel capacity while using more memory and complexity. 
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