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 The erratic distribution of rainfall greatly affects people's daily activities, 

especially in Semarang City, so it is necessary to predict rainfall. Correct 

prediction of rainfall can improve community preparedness in dealing with 

natural disasters. Algorithms for machine learning and data mining have been 

extensively utilized in research involving rainfall data from various regions. 

The primary objectives of this study are to find the best regression algorithm 

and use machine learning algorithms to predict rainfall in Semarang. The 

dataset used is daily rainfall data for the City of Semarang from the 

meteorological, climatological, and geophysical agency (BMKG). Machine 

learning algorithms such as multiple linear regression, random forest 

regression, and replicated neural networks will be used to conduct regression 

analysis on this dataset. The mean absolute error and Root mean squared error 

techniques are utilized to evaluate the performance of machine learning 

algorithms. With an error rate of 13.055 for root mean squared error (RMSE) 

and 6.621 for mean absolute error (MAE), the results of the research indicate 

that the performance of the neural network algorithm is superior to that of 

other algorithms. 
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1. INTRODUCTION  

Residents' day-to-day activities are significantly impacted by rainfall. Additionally, a variety of 

natural disasters that are certain to cause harm to residents can be brought on by severe rains. According to 

disaster data from the Semarang City regional disaster management body (BPBD) for the years 2018, 2019, 

and 2020, excessive rainfall has resulted in a variety of natural disasters, including floods, soil erosion, plant 

death, and house collapse. The socio-economic impact of rain ought to be examined because its effects range 

from disruptions in displacement networks to the destruction of flood-affected infrastructure [1]. Rainfall 

forecasts were also required in another study to mitigate the effects of falling agricultural production rates [2]. 

Therefore, increasing community preparedness, particularly in the Semarang City, Indonesia, region, 

necessitates calculating the amount of rainfall. 

Cloudy, light rain, medium rain, heavy rain, very heavy rain, and excessive rain are the six types of 

rain, according to the meteorological, climatological, and geophysical agency (BMKG). agency. Rainfall 

amounts range from 0 to 0.5 millimeters per day in overcast conditions to 0.5 to 20 millimeters per day in light 

rain, 20 to 50 millimeters per day in medium rain, 50 to 100 millimeters per day in heavy rain, 100 to 150 

millimeters per day in very heavy rain, and more than 150 millimeters per day in extreme rain. As a result, the 
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kind of rain that will fall can also be predicted if one day the severity of the rainfall is known. The minimum 

temperature, maximum temperature, general temperature, humidity, length of sunlight, maximum wind speed, 

general wind speed, and wind direction are some of the variables that can be used to assess the severity of 

rainfall. Residents may find it easier to predict the weather as a result, minimizing losses caused by severe rain. 

Machine learning algorithms are used to test rainfall predictions. Machine teaching and learning 

activities investigate how computers can use information to practice. The objective is for the computer program 

to learn to automatically recognize patterns in the environment and make intelligent decisions using 

information [3]. There are several algorithms owned by machine learning, but in general machine learning has 

two basic algorithms, that are supervised learning and unsupervised learning [4]. Rainfall data can be processed 

with a supervised learning algorithm, because it has a target variable, namely rainfall. While the prediction is 

done by doing regression. 

Previous research on rainfall prediction is discussed in [5]-[9]. Liyew and Melese [5] using the 

multivariate linear regression, random forest, and extreme gradient boost algorithms, not only predicting 

whether or not it will rain, but also estimating how much rain will fall each day. However, this research only 

focuses on discussing the comparison of algorithm performance rather than discussing the output of each 

method. Suparta and Samah [6], Rachmawati et al. [7], prediction models with machine learning have been 

developed, namely Bayesian quantile regression and adaptive network based fuzzy inference system (ANFIS) 

to obtain accurate predictions. However, performance comparisons with other machine learning algorithms 

were not carried out. While studies on [8] and [9] uses a powerful deep learning architecture for threshold 

applications and a simplified form of estimated rainfall to present a comparative analysis. It is based on 

conventional machine learning algorithms. 

We will use the regression method in machine learning, namely multiple linear regression, random 

forest regression, and neural networks, to examine daily rainfall estimates for the City of Semarang. These 

methods include information gathering methods, information preprocessing methods, machine learning 

methods, ability measurement methods, and reviews of previously conducted research. 

 

 

2. METHOD  

2.1.  Data collection 

The BMKG provided the daily rainfall data for Semarang City from January 1, 2018, to March 20, 

2021 for the purposes of this study. There are 8 features in the data that have an effect on the amount of rainfall 

the minimum temperature, the maximum temperature, the general temperature, the humidity, the length of the 

day, the maximum wind speed, the general wind speed, and the direction of the wind, and has 1 target, namely 

rainfall. A Microsoft Excel file chart is used to record the rainfall information in the file. 

 

2.2.  Data preprocessing 

A method of data mining to replace anomalous data is preprocessing. This approach eliminates the 

issue of insufficient, inconsistent, and imprecise raw data. This can result in the collection of low-quality data, 

which in turn can produce low-quality data. Cleaning data, reducing data, scaling data, transforming data, and 

partitioning data are the five primary roles that preprocessing data typically performs [10]. In this research, 

data cleaning was carried out by considering missing values, and data transformation was carried out. 

There are two ways to handle missing values in building operational data. The first is to remove data 

samples with missing values, because most data mining algorithms cannot handle data with missing values. 

This method is selected when the class label value does not exist, and is used when the tuple has multiple 

attributes with empty values [11]. Only if the proportion of missing values is not significant can this method 

be used [10]. The second step is to practice using the missing number imputation technique to substitute 

inferred numbers for the missing data. Filling in missing values with the average number, median, or feature 

form is the most common method. The goal of data conversion is to turn data into a form that can be used in 

data mining techniques [12]. The square root, logarithm, arcsin, inverse, and others are examples of data 

transformations. 

 

2.3.  Machine learning 

Predictions are made using a machine learning activity algorithm in this study. For research on rainfall 

estimation using regression problems, a review of some machine learning algorithms has been done. Multiple 

linear regression, random forest regression, and neural networks are the algorithms that will be compared to 

determine which one is the most effective for estimating rainfall. 
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2.3.1. Multiple linear regression (MLR) 

A statistical technique known as MLR is used to determine relations between independent with 

dependent variable which is linear [13]. There are more than two independent variables and one dependent 

variable in multiple regression [14]. A particular MLR model is shown in (1) [15]: 
 

𝑦 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 +⋯+ 𝛽𝑚𝑥𝑚 + 𝜀 (1) 
 

where 𝛽0, 𝛽1, … , 𝛽𝑚 are model parameters. This is a constant whose true value is unknown, and is estimated 

from the data using least-squares estimation. While represents the error value. 

Next, the following error assumptions are given [4]:  

a) Zero-mean assumption. Error 𝜀 is a random variable with mean or expected value 𝐸(𝜀) = 0. 

b) Assuming constant variance. The variance of 𝜀 denoted by 𝜎2 is constant, regardless of the value of 

𝑥1, 𝑥2, … , 𝑥𝑚. 

c) Assumption of independence. The value of 𝜀 is independent. 

d) Normality assumption. Error 𝜀 is a normally distributed random variable. 

In other words, the values of the error term 𝜀𝑖 are independent normal random variables with mean 0 

and variance 𝜎2. 

Then given four implications for the behavior of the response variable 𝑦, as follows:  

a) Based on the zero-mean, we have as (2), 
 

𝐸(𝑦) = 𝐸(𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 +⋯+ 𝛽𝑚𝑥𝑚 + 𝜀) 
         = 𝐸(𝛽0) + 𝐸(𝛽1𝑥1) + ⋯+ 𝐸(𝛽𝑚𝑥𝑚) + 𝐸(𝜀) 
         = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 +⋯+ 𝛽𝑚𝑥𝑚 (2) 

 

that is, for each set of values for 𝑥1, 𝑥2, … , 𝑥𝑚, the mean of the y’s lies on the regression line. 

b) Based on the constant-variance assumption, we have the variance of 𝑦, 𝑉𝑎𝑟(𝑦), given as (3): 

 

𝑉𝑎𝑟(𝑦) = 𝑉𝑎𝑟(𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 +⋯+ 𝛽𝑚𝑥𝑚 + 𝜀) = 𝑉𝑎𝑟(𝜀) = 𝜎2 (3) 

 

that is, regardless of which value is taken by the predictors 𝑥1, 𝑥2, … , 𝑥𝑚, the variance of the y’s is always 

constant. 

c) Based on the independence assumption, it follows that for any particular set of values for 𝑥1, 𝑥2, … , 𝑥𝑚, 

the values of 𝑦 are independent as well. 

d) Based on the normality assumption, it follows that 𝑦 is also a normally distributed random variable. 

In other words, the values of the response variable yi are independent normal random variables with variance 

𝜎2 and mean 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 +⋯+ 𝛽𝑚𝑥𝑚. 

 

2.3.2. Random forest regression (RFR) 

The best ways to improve the performance of decision tree-based algorithms is to use ensembles of 

trees, such as random forest [16]. The random forest model usually performs well on a variety of problems, 

including features with non-linear relationships [5]. RFR is a machine learning based regression method. Its 

foundation lies in the bagging and random subspace methods [17]. During the training phase, it creates multiple 

decision trees and uses the class average as a prediction for all of them. The following is how the RF algorithm 

works: 

a) Take a data point p at random from the training set 

b) Construct a decision tree related to these 𝑝 data points 

c) Take 𝑁 number of trees to build and repeat steps a and b 

d) For new data points, create each 𝑁 trees predicting 𝑦 values for data points and assign the new data points 

to the average of all predicted 𝑦 values. 

During the nursery training period, a number of decision plants are selected and categories that are 

typical of individual plant regression or estimation are eliminated in random forest regression. Based upon [18] 

the RF algorithm works well with large data files, and using large data files with most of the numbers missing 

yields good experimental results. However, there are some drawbacks to this method as well. One of these is 

that the interpretation is difficult to understand when compared to individual tree, indicating that the feature is 

not very real or significant [19]. 

 

2.3.3. Artificial neural network (ANN) 

ANNs are computational algorithms that were initially designed to simulate "neutron"-based 

biological systems. Based on the shape of human neurons, ANN can perform machine learning and learning 
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activities as well as pattern identification [20]. Based on the premise that biological neurons or human 

knowledge can be represented mathematically in the form of replicative neural networks [21]: 

a) The parts that process data are called neurons. 

b) The connecting link transmits a signal to the neuron as it moves. 

c) A number is multiplied by the sent signal for each connecting link. 

d) The output signal is divided by each neuron in its input network using an activation function that is 

typically non-linear and represents the sum of the weights of the input signals. There are three factors that 

determine a neural network: 

− Neuronal pattern that is associated with the network (network architecture). 

− How to predict the weight of a link (training/learning/algorithm method). 

− The amount of output from a neuron is determined by the activation function. 

Layers and neurons are two of the many processing components that make up ANN. A weight-specific 

link connects each neuron to other neurons. There are three types of arrangements, which are [22]: 

a) The neuron units that serve as the neural network's information processing inputs make up the input layer. 

b) The hidden layer is made up of neuron units that are similar to the hidden layer and serve as a layer that 

keeps the reaction from the input going. 

c) One neuron in the output layer is responsible for sharing the solution to the input information. 

The sigmoid function is one of many possibilities for the activation function of a neural network's hidden layers [23]. 

 

2.4.  Measuring performance 

The root mean squared error (RMSE) and mean absolute error (MAE) were used to compare and 

contrast the prediction performance of each machine learning algorithm utilized in this study. For measuring 

continuous elastic accuracy, the two most commonly used tools are RMSE and MAE. The RMSE has a ratio 

of measurements that is comparable to the information being evaluated, whereas the MAE provides the mean 

error in a manner that is more impulsive. As a result, this precision measure was chosen [24]. MAE measures 

the magnitude of the error in general across a series of predictions and observations that match regardless of 

direction as shown in (4) [5]. 
 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦𝑗 − 𝑦𝑗̂|
𝑛
𝑗=1  (4) 

 

The RMSE is a quadratic scoring rule that measures the mean magnitude of the error. This is the 

square root of the average of the squared differences between predictions and actual observations as (5). 
 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑦𝑗 − 𝑦𝑗̂)

2𝑛
𝑗=1  (5) 

 

RMSE assigns a relatively large weight to big mistakes. This means that RMSE is very useful when big 

mistakes are not expected. MAE and RMSE can be used together to diagnose error variations in a set of 

estimates. The RMSE will always be greater than or equal to the MAE, the greater the comparison between the 

two, the greater the version of human error in the illustration. If RMSE = MAE, then all errors have the same 

magnitude [5]. 

 

 

3. RESULTS AND DISCUSSION  

Because the data associated with the target is not balanced, the obtained daily rainfall dataset is not 

balanced. Regression estimates are better than classification for this reason. Cross-validation will be 

problematic if classification is attempted. The 1096-data-strong dataset was split in half, with 70% going to 

training and 30% to testing. Data pre-processing are used to deal with missing numbers in data pre-processing, 

and logarithmic conversion is used to transform the data. Additionally, the outcomes of studies utilizing random 

forest regression, multiple linear regression, and artificial neural network are as follows: 

 

3.1.  Results 

Data processing performed by the multiple linear regression algorithm produces the (6): 

 

𝑦 = −31.8589 − 204.12𝑥1 − 4.78861𝑥2 + 66.7904𝑥3 + 123.115𝑥4 

−0.416294𝑥5 − 4.29463𝑥6 + 0.549371𝑥7 + 1.54933𝑥8 (6) 
 

where y is the variable of the amount of rainfall, while 𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥5, 𝑥6, 𝑥7, 𝑥8 are the variables that affect 

the rainfall as mentioned in section 2.1. While the random forest regression algorithm with 18 Trees, the depth 

limit for planted trees is 3, and the split subset limit is less than 5, producing the following output. 
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In Figure 1, all of the decision tree forms studied in the random forest are depicted in the Pythagorean 

Forest. It is depicted as a Pythagorean tree in the Pythagorean forest, with each illustration representing a 

randomly formed tree. Trees with the shortest branches and brightest colors are the best. This indicates that 

several variables of dividing branches effectively. The random forest model in Figure 1 is the result of 18 

decision trees. A tree with 13 vertices and 7 leaves is selected displayed in the Figure 2. After that, we tried 

using the neural network algorithm with one output variable, eight hidden layers, and eight input variables to 

work with the data. Figure 2 depicts the neural network's architecture as Figure 3. 
 
 

 
 

Figure 1. Visualization of trees in pythagorean forest 
 

 

 
 

Figure 2. Decision tree regression figure 
 

 

In Figure 3, the input contains 8 variables that affect rainfall. The output in the figure is a prediction 

of the amount of rainfall. In this research, the sigmoid activation function with the stochastic gradient descent 

(SGD) algorithm was used. The activation function is a function that defines how input is processed to produce 

output [25]. A neural network structure-training optimization algorithm known as SGD is available. In order 

to determine the variable's current value, the SGD algorithm requires that the gradient be calculated for each 

variable in the model.  

The neural network, random forest regression, and multiple linear regression algorithms are tested 

with data testing. The following table depicts the approximate outcomes of the three algorithms in Table 1. In 

Table 1, columns 2, 3, and 4 are the predictions of the model, while column 1 is the target variable, that is 

rainfall. The calculation of the RMSE and MAE values was carried out, and the following values were obtained 

in Table 2. 
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Figure 3. Neural network architecture for rainfall data 

 

 

Table 1. Rainfall prediction table using MLR, RFR, and ANN methods 
Rainfall MLR RFR ANN 

46.0 16.9639 19.0807 21.482 
24.0 7.68347 4.16978 4.61182 

16.0 15.3333 8.67323 17.732 

11.0 9.40366 7.22454 7.77768 
10.0 11.2921 15.3348 11.4544 

9.0 13.9039 8.67323 14.7805 

6.0 13.8212 7.87055 13.449 
6.0 8.13459 6.05605 4.10397 

5.0 10.6928 7.88875 11.6505 

5.0 7.13313 5.00855 4.00905 
4.0 12.4314 8.67323 13.8802 

2.0 13.1717 8.67323 12.9567 

1.0 7.45517 7.22454 5.95172 
0.0 9.62081 9.01207 11.4811 

0.0 7.16078 5.67584 3.89938 

0.0 -8.01349 0.903419 -0.30349 
0.0 -1.23285 1.74098 0.0363358 

 

 

Table 2. The performance of machine learning model 
Model RMSE MAE 

Artificial Neural Network  13.055 6.621 
Random Forest Regression 13.403 6.643 

Multiple Linear Regression 13.475 7.843 

 

 

3.2.  Discussion 

From the results of the multiple linear regression algorithm output, the regression line equation is 

obtained, namely (6). Prediction of the amount of rainfall can be searched by inputting the value of the variable 

𝑥1 to 𝑥8. While the output of the random forest regression algorithm in the form of a phytagorean forest in 

Figure 1 imply that tree number 2 is the best, because it has the shortest branch and the strongest color. 

Meanwhile, the neural network algorithm only has 1 output, because the prediction results obtained are 

numerical and continuous. In Table 2, based on RMSE and MAE calculations for the three algorithms, it is 

evident that the ANN algorithm has the smallest error value compared to other algorithms, that are 13,055 for 

RMSE and 6,621 for MAE. Table 1 is a table which is the result of prediction of rainfall from testing data. The 

numbers in the rainfall column determine the algorithm's error level in columns 2, 3, and 4. Since the ANN 

algorithm in Table 2 has better capabilities, column 4's forecast results are naturally closer to those in the 

rainfall column. For example, in row 1, the daily rainfall rate is 46 millimeters. According to the six types of 

rain that were discussed in the introduction, if the daily rainfall is 46 millimeters, medium rain occurs that day. 

The same thing also happened in column 4 with a total rainfall of 21.482 mm/day and the medium rain occurred. 

However, in columns 2 and 3 there was light rain, because it had a total rainfall of 16.9639 and 19.0807 mm/day. 
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4. CONCLUSION 

Prediction of rainfall in the Semarang City is important to improve the preparedness of the people of 

the Semarang City in dealing with various types of rain, especially extreme rain that can cause natural disasters. 

The various machine learning algorithms used to predict rainfall are examined in this study. Using data from 

the Semarang City BMKG, algorithms for machine learning activities like multiple linear regression, random 

forest regression, and neural network regression were presented and tested. The input variables for the model 

of machine learning activities are selected environment features that are appropriate for rain prediction. The 

three algorithms' accuracy analogies have been established. With an error value of 13.055 for RMSE and 6.621 

for MAE, the research demonstrates that neural network regression is a machine learning algorithm better 

suited to calculating daily rainfall amounts. It is anticipated that the future research will investigate machine 

learning algorithms, especially for predicting the amount of rainfall, can develop to increase the correlation 

value and minimize error values in the dataset. 
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