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 Recently, cyberattacks have been more complex than in the past, as a new 

cyber-attack is initiated almost every day. Therefore, researchers should 

develop efficient intrusion detection systems (IDS) to detect cyber-attacks. In 

order to improve the detection and prevention of the aforementioned cyber-

attacks, several articles developed IDSs exploiting machine learning and deep 

learning. In this paper, a way to find network intrusions using a combination 

of feature selection and adoptive voting is investigated. NSL-KDD dataset, a 

high-dimensional dataset that has been widely used for network intrusion 

detection, is applied in this approach. Feature selection plays an important role 

for improving accuracy and testing time as it eliminates the less significant 

attributes from the data set, thus saving computational power and effort. The 

experimental results show that the proposed approach achieves an accuracy of 

86.5% on the NSL-KDD test dataset using an adoptive voting algorithm 

trained with the selected features. In addition, the time to process each record 

is 97.5 microseconds, which reflects the proposed model's superior 

performance. Comparing the proposed model with the existing models in the 

literature shows that the proposed adaptive voting approach significantly 

improves intrusion detection accuracy, enhances computational efficiency, 

and reduces false positives. 
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1. INTRODUCTION  

The communication systems make the world smaller by connecting people via many ways starting from 

simple way like old telephones, then developing computer systems, followed by smart phones with all of internet 

applications like social media, trading and financial platforms. Finally, internet of things (IoT) [1] where 

everything is connected to internet where communication is not limited to humans but also the newly invented 

devices. All this communication systems mostly designed to provide all means of linking between entities, but it 

does not design to provide security measures. Therefore, these systems are prone to cyber-attacks which is 

considered the main threat to existing communication systems. Many research attempts had been conducted 

focusing on cyber-attacks to minimize their risks as much as possible. One of the important technologies to 

achieve systems security is the intrusion detection system (IDS). IDSs are divided in two categories: signature-

based IDSs, where attacks can be eliminated based on their signatures and anomaly IDSs, While the attacks can 

be detected based on their behavior. A lot of researchers have been seeking to enhance the detection performance 

of IDSs; most of them employed approaches based on machine learning (ML). The importance of picking 
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significant or deleting less features from a dataset was implied with feature selection [2]. Feature selection is 

considered a crucial process to improve the performance of IDSs.  

Internet of things is connecting users globally without human intervention. It utilizes smart devices to 

connect everything to the Internet. IoT applications are susceptible to security vulnerabilities that must be 

mitigated. Users' safety and privacy have been compromised because of the fast increase of network intrusions. 

The following are the main contributions of this paper: 

- A novel approach is proposed which consolidates the advantages of majority voting machine learning 

classifier alongside feature selection. The main goal of the proposed approach is providing an effective 

and precise intrusion detection system. 

- With regards to feature selection, wrapper-Based approach for assessing the relationship between the 

selected features and maximizing training/testing phase efficiencies is presented. 

The remainder of the paper is structured as follows: literature review is covered in section 2. Section 3 

describes the proposed system briefly. Performance analysis of the proposed system and a comparison to existing 

systems are analyzed in section 4. Section 5 presents the conclusion. 

 

 

2. LITERATURE REVIEW 

Recently, several IDSs utilize ML or deep neural network (DNN) techniques to increase its attack-

detection efficiency. Machine learning based IDSs were presented, analyzed, and compared to others in [3]. 

The importance of feature extraction in the classifying and training phases of ML IDS is illustrating feature 

selection affects the performance of ML based IDS in [4], authors highlight the challenges and present 

unsupervised feature learning called the nonsymmetric deep autoencoder (NDAE). SCDNN approach 

conjugates deep neural network (DNN) and spectral clustering (SC) algorithms was proposed in [5]. Based on 

self-taught learning (STL) framework [6], a successful deep learning technique called self-taught learning 

(STL)-IDS which is used to learn features and reduce dimensionality. It significantly saves training and testing 

time while significantly improving support vector machine (SVM) attack prediction accuracy. In terms of 

enhancing accuracy of the system, a 5-level hybrid categorization approach based on flow statistics was 

presented in [7]. They use the k-nearest neighbor method (KNN) for the first level, and the extreme learning 

machine (ELM) for the second level. A framework named DFEL was introduced in [8] to identify internet 

infiltration in the IoT paradigm in order to avert irreparable cyberattack damage. The authors demonstrated 

that DFEL also improves classifiers' accuracy in predicting cyber-attacks, and also considerably reduces 

detection time. Using MultiTree algorithm with adaptive voting algorithm leading to an improve in binary 

classification as shown in [9]. A comparison is conducted to evaluate the most significant approach was 

summarized in Table 1. 

 

 

Table 1. Literature review 

Ref. Approach Accuracy Precision Recall 
F1-

score 

False 

positive 
rate 

training 

time(s) 

testing 

time(s) 
specificity 

[10] Deep neural network (DNN) 75.75 83 76 75 - - - - 

[11] 
Convolutional neural 
network (CNN) 

79.48 23.4 68.66 - 27.90 - - - 

[12] 
self-taught learning (STL) + 

SVM  
84.96 96.23 76.57 85.28 - 673.031 4.648 - 

[13] Adaptive ensemble learning 85.2 86.5 85.2 84.9 - - - - 

[14] 

Deep neural network (DNN), 

Hybrid intrusion detection 
framework called SHIA 

80.1 69.2 96.9 80.7 - - - - 

[15] 

Improved conditional 

variational autoencoder 
(ICVAE-DNN) 

85.97 97.39 77.43 86.27 2.74 - - - 

[16] 

Self-taught learning 

alongside with MAPE-K 
(self-adaptive system) 

77.99 - 60.34 - 0.4 - - - 

[17] Autoencoder (AE) 84.24 87 80.37 81.98 0.4 - - - 

[18] 
Deep learning spark 
intrusion detection system 

(DLS-IDS) 

83.57 96.46 78.12 86.32 3.57 - - 96.43 

[19] 
Difficult set sampling 
technique (DSSTE)+alexnet 

82.84 83.94 82.78 81.66 - - - - 
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3. THE PROPOSED SYSTEM 

Figure 1 shows the framework of the proposed IDS system. It is a hybrid approach based on feature 

selection and adaptive voting and it is applied for network intrusion detection. It utilizes wrapper method that 

utilizes j48 tree to select optimal features which can be employed to improve the accuracy and lessen the testing 

time. Although wrapper method takes much time, it is very effective in terms of finding optimal features which 

results in 13 optimum features shown in Table 2. After applying the features selection algorithm, the classifiers 

(J48, REPTREE, LMT, and ConjunctiveRule) are trained using the optimal features of the KDDtrain+ dataset. 

Then, the voting algorithm is developed, it uses several classifiers to execute the decision process [20] by using 

the combination rule for its decision. KDDtrain+ dataset is partitioned into many sub-sets through majority 

voting, and several classifiers are employed to train them and complete the learning process. Based on the 

number of votes collected in favour of a given class gathered from several classifiers, the final outcome of 

giving a label to the record is determined. After model building, its performance was evaluated using the same 

13 selected features on the KDDTest+ dataset. The proposed approach is described as follows and its 

framework is shown in Figure 1.  

- Apply the feature selection wrapper technique which utilize J48 algorithm to the training dataset to select 

the 13 optimal features. 

- Train the machine learning classifiers whether tree or rule technique-based algorithm using the training 

dataset. 

- Combine J48, REPTREE, LMT trees, and conjunctive rule; the combination method applied is majority 

voting.  

- Building and evaluating the model on the testing dataset after applying the feature selection technique. 

 

 

 
 

Figure 1. Proposed system framework 
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3.1.  Dataset and pre-processing 

KDD99 [8] is one of the most commonly used cyber security research datasets that was developed in 

1999. Experiments revealed some disadvantages of KDD99 that should be fixed, for example, overt 

repetitiveness and the irrational number of records in train and test dataset making it hard to deal with. To 

defeat the previously mentioned drawbacks, a more uptodate adaptation was proposed in NSL-KDD [21]. 

NSLKDD has been regarded as the new standard dataset for cyber security research since 2009. Figure 2 

presents the whole NSL-KDD Records. This benchmark dataset consists of KDDTrain+ (125,973) records for 

training as shown in Figure 2(a) and KDDTest+ 22,544 records for testing as shown in Figure 2(b). Each record 

has 41 features that fall into four main feature categories, including [22]: time-based traffic features, content 

features, basic features, and connection-based traffic features. 

 
 

  

(a) (b) 

 

Figure 2. NSL-KDD records (a) train dataset and (b) test dataset 

 

 

3.2.  Classifiers 

A vast amount of structured and unstructured data is one resource that we have in abundance in this 

era of modern technological advancements. The discipline of computer programming that derives knowledge 

from experience is called machine learning (ML). Algorithms for self-learning that generate knowledge from 

data and make predictions are involved. A typical machine learning (ML) model learns in three stages: it 

generates a pattern based on input data for decision-making, uses an error function to compare the model to 

known instances, and then updates its weight values to reduce the error between known examples and model 

estimation for optimization. The ML model data is divided into two sets during the learning process: training 

and testing. Following is a brief description of ML classifiers considered in this research. 

 

3.2.1. J48  
J48 is one of the most common classification algorithms, passing via decision tree evaluates every node in 

order to select best split depending on the value of maximum gain ratio. This algorithm builds decision trees based 

on a set of training data in the same way the ID3 algorithm does. It also use the concept of information entropy. 

 

3.2.2. Random forest 

Random forest is also characterized as a decision tree algorithm since it works by building several 

decision trees. It classifies numerous of input variables based on its importance without removing any variables, 

it also known with its ability to decrease bias [23]. Random forests are frequently used as black box models in 

businesses, as they generate reasonable predictions across a wide range of data while requiring little configuration. 

 

3.2.3. LMT  

Logistic model tree (LMT) is a machine learning technique that combines the decision tree (DT) and 

logistic regression algorithms (LR) [24]. Rather than only basic classification, logistic regression functions 

evaluate probability for each class in the LMT structure. The basic LMT induction algorithm uses cross-

validation to find a number of LogitBoost iterations that does not overfit the training data. 
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3.2.4. REPTREE 

Reduced error pruning tree (REPTREE) is a data mining technique that downsizing decision trees by 

deleting parts of the tree that have less importance to classify samples [25]. Pruning has two goals: it reduces 

the final classifier's complexity. It can also improve prediction accuracy by reducing overfitting and removing 

portions of a classifier which may be reliant on noisy or misleading data. 

 

3.2.5. Classification via regression 

Classification via regression is a classification technique which converts various problems to 

regression functions. On multiple sub-trees (leaves) [26], this technique implies the idea of the decision tree 

algorithm and linear regression. It can combine the principles of the decision tree algorithm and linear 

regression on several sub-trees (leaves). 

 

3.2.6. Conjunctive rule 

Conjunctive rule can not deal with numeric class labels only but also with nominal class labels, a rule is 

made up of "AND"ed predecessors and the result here is class label for classification/regression. From the 

affordmintioned conjunctive rule can be utilized with classification and regression based on the entropies 

weighted average to classification or mean-squared errors weighted average for regression [27]. Single 

conjunctive rule learner is one of the machine learning algorithms and is normally known as inductive Learning. 

 

3.2.7. Vote 

Its estimator technique which trains many base models then combine decision for the voted classifiers 

[28]. The main advantage of voting is to reduce false positives and improve detection accuracy. Vote has two 

main types hard and soft vote. 

 

 

4. RESULTS AND DISCUSSION  
Wrapper feature selection method that utilizes j48 tree to select optimal features was applied to 

improve the accuracy and lessen the testing time. Although wrapper method takes much time, it’s very effective 

in terms of finding optimal features which results in 13 optimum features as shown in Table 2. The classifiers 

(J48, REPTREE, LMT, and ConjunctiveRule) were trained with those features on the KDDtrain+ dataset. The 

voting algorithm which uses several classifiers to execute the decision process [20] using the combination rule 

for its decision is developed. KDDtrain+ dataset is partitioned into many sub-sets through majority voting, and 

several classifiers are employed to train them and complete the learning process. Based on the number of votes 

collected in favour of a given class gathered from several classifiers, the final outcome of giving a label to the 

record is determined. After model building, it is evaluated using the same 13 selected features on the KDDTest+ 

dataset. By performing many combinations of classifiers with/without voting in Table 3, we found that the 

optimal performance can be achieved using majority voting utilizing (J48, REPTREE, LMT, ConjunctiveRule) 

algorithms that results in an accuracy of 86.502% as shown Table 3, testing time of 97.5 sec for each record, 

precision of 96.41%, false positive rate of 3.90%, F1 Score of 86.99%, sensitivity of 86.5%, false negative rate 

of 20.76%, specificity of 96.10, Roc Area of 87.67. Figure 3 presents performance comparison results among 

the proposed models and other IDSs; Figure 3(a) presents testing accuracy, Figure 3(b) demonstrates 

sensitivity, Figure 3(c) provides specificity results, and Figure 3(d) presents False positive rate. Also Figure 4 

shows the confusion matrix. All experiments are performed using PC with Intel(R) Core (TM) i7-1065G7 CPU 

@ 1.50 GHz and 16 GB RAM. 

 

 

Table 2. Selected features 
# Feature name Type Value type 

1 Duration Continuous Integral 
2 Service Categorical Strings 

3 Src Bytes Continuous Integral 

4 Dst Bytes Continuous Integral 
5 Logged In Binary Integral 

6 Num File Creations Continuous Integral 

7 Count Discrete Integral 
8 Srv Count Discrete Integral 

9 Serror Rate Discrete Floats 

10 Srv Serror Rate Discrete Floats 
11 Dst Host Count Discrete Integral 

12 Dst Host Same Srv Rate Discrete Floats 

13 Dst Host Diff Srv Rate Discrete Floats 
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Table 3. Performance comparison 

Algorithm 

Training 

accuracy 

(%) 

Testing 

time 

(sec) 

Testing 

accuracy 

(%) 

Sensitivity Specificity Precision 
F-

Measure 
FNR FPR 

Classification Via 

Regression 
99.87 0.17 83.463 77.20 91.74 92.51 84.16 22.80 8.26 

J48 99.94 0.07 85.309 77.17 96.07 96.29 85.67 22.83 3.93 
LMT 99.95 0.54 85.633 77.67 96.16 96.39 86.02 22.33 3.84 

Random Forest 99.99 2.68 80.500 71.97 91.77 92.04 80.78 28.03 8.23 

REPTree 99.88 0.08 84.683 79.49 91.55 92.55 85.53 20.51 8.45 
Proposed Vote1  99.94 0.21 86.498 79.24 96.09 96.40 86.98 20.76 3.91 

Proposed Vote2  99.94 0.22 86.502 79.24 96.10 96.41 86.99 20.76 3.90 

Proposed Vote3  99.94 0.45 86.183 78.61 96.19 96.46 86.63 21.39 3.81 
 

 

 

 
(a) 

 

 
 

 

 
 

 
(b) 

 
(c) 

 
(d) 

 

Figure 3. Performance comparison results; (a) testing accuracy, (b) sensitivity, (c) specificity, and  

(d) false positive rate 
 

 

 
 

Figure 4. Confusion matrix 
 

 

5. CONCLUSION 
The proposed model is based on adaptive voting, the main idea is to employ majority vote learning to 

combine the benefits of multiple machine learning techniques, after using wrapper feature selection technique for 

feature selection that results in 13 optimum features proven to minimize training time, enhance detection accuracy, 
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and improve computational efficiency. The results demonstrate that the proposed model effectively enhances the 

detection accuracy compared to other research articles achieving an accuracy of 86.502% and testing time of 97.5 

sec per processed record, which reflects the superiority of the performance of the proposed model. Moreover, 

the impact of use the majority voting shows that it’s worthy to be used in research field of cybersecurity. 
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