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 Nowadays, voluminous and unstructured textual data is found on the Internet 

that could provide varied valuable information for different institutions such 

as health care, business-related, training, religion, culture, and history, among 

others. A such alarming growth of unstructured data fosters the need for 

various methods and techniques to extract valuable information from 

unstructured data. However, exploring helpful information to satisfy the needs 

of the stakeholders becomes a problem due to information overload via the 

internet. This paper, therefore, presents an effective model for extracting 

named entities from Ge'ez text using deep learning algorithms. A data set with 

a total of 5,270 sentences were used for training and testing purposes. Two 

experimental setups, i.e., long short-term memory (LSTM) and bidirectional 

long short-term memory (Bi-LSTM) were used to make an empirical 

evaluation with training and a testing split ratio of 80% to 20%, respectively. 

Experimental results showed that the proposed model could be a practical 

solution for building information extraction (IE) systems using Bi-LSTM, 

reaching a training, validation, and testing accuracy as high as 98.59%, 

97.96%, and 96.21%, respectively. The performance evaluation results reflect 

a promising performance of the model compared with resource-rich languages 

such as English. 
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1. INTRODUCTION  

The amount of unstructured textual content on the Internet is rapidly increasing [1]–[4]. This 

unstructured data is found in the text, images, video, and audio. An essential part of such information, including 

government documents, court cases, online and news reports, and social media conversation, is broadcasted in 

the unstructured form [5]. Voluminous and unstructured textual data is found on the internet that could provide 

varied valuable information for different institutions such as health care, business-related, training, religion, 

culture, and history, among others [6], [7].  

Finding detailed information from vast unstructured text data is still a complex task. It's also difficult 

to manually search, filter, extract and pick the type of data that could be used for different purposes [8]–[10]. 

Natural language processing (NLP) techniques could be applied to address the abovementioned problems. 

NLP, one of the artificial intelligence domains, helps computers to communicate with human beings to read 

text, hear speech, evaluate sentiment and identify the critical part of communication [11]. A significant 

difficulty in the early years was the lack of tools to extract and search for useful information to address and 

fulfill the stakeholder’s demands. To solve the current challenge of information extraction from vast textual 

https://creativecommons.org/licenses/by-sa/4.0/


                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 30, No. 2, May 2023: 787-795 

788 

data, various studies have been done in the fields of information extraction (IE), information retrieval (IR), 

question answering, text summarization, and text categorization [12]. 

 Information extraction is the automated extraction of specific information from unstructured sources, 

such as documents, databases, and attributes defining entities [13]. To build a full-fledged information 

extraction model, several tasks are required, including named entity recognition (NER), co-reference 

resolution, template element construction (TE), template relation construction (TR), relation extraction, 

scenario template production (ST), and other sub-tasks such as parsing and tagging [14]. In this paper, the 

named entity recognition task is employed to determine the fundamental entity tags, which include persons, 

places, times, and events. The Ethiopian orthodox tewahedo church (EOTC) in Addis Ababa, Ethiopia, is the 

data source for acquiring Amharic church documents, such as Drsan, Yehawariyat Sra, and Gedile Aba. 

Ethiopia is an East African country with a writing system called fidel [15]. 

The Ethiopian orthodox tewahedo church is the first in Zema (Gloss) teaching and in inventing 

alphabet for writing, with its reading style. Ge’ez bible, Hamer, and other religious books are available online 

in the EOTC religions repository. However, those resources are presented in unstructured and semi-structured 

text formats. Users must manually extract or read relevant information from the web, which takes more time 

and results in lingering activities. As a result, if a user is extracting a Ge’ez text, they should be familiar with 

the linguistic character (Ge’ez writing system). In Arabic [16], English [17], Latin [18], Chinese [19], and other 

languages, a lot has been done related to information extraction. However, no research has been conducted to 

explore constructing an information extraction model for Ge’ez free text. The following paragraphs explain 

related works. 

 

 

2. RELATED WORK 

In his study Hirpassa [9] developed an IE model for Amharic text. The model was developed using 

the general architecture for text engineering (GATE) text processing technique using a knowledge-poor 

approach to a specific domain of infrastructure. By knowledge-poor approach, we use simple rules and a 

gazetteer list for entities used in identity identification. The study used 24,760 instances for training and testing 

the model. The evaluation was done on the name entity recognition component separately, and the system 

achieved a performance of 89.1 %, which was considered promising. 

A recent study introduced a method for information extraction using entity and entity relation for 

Arabic text collected from Egyptian Arabic newswire [20]. The experiment contained nearly 625,368 entries; 

the number of sentences was 36,423 and they selected a sample of 3,400 sentences representing the crime news. 

The study showed that IE depends on annotating the target entities, which supports extracting hidden 

information from the massive Arabic text that could help decision making. 

From recent literature, there has been little research on information extraction systems in Ethiopian 

and foreign languages [3], [7], [8], [10]. Because of its grammatical nuances, syntactic structure, lexical 

structure, writing system, morphological structure, and encoding style, existing approaches created for other 

languages are difficult to apply directly to the Ge'ez language [21]. This is because the IE system has to be 

trained in the different natures of the language and the domain for which they are developed. As a result, the 

study is aimed to build IE model from Ge'ez text by applying a deep learning technique.  

Valero et al. [12] used machine learning approaches for extracting valuable information from natural 

disaster news magazines. As a branch of machine learning, deep learning is used to model high-level 

abstractions in data extraction [22]. In deep learning, training a model needs a large number of labeled datasets 

and contains multiple layers within a neural network architecture. In recent times, researchers used known deep 

learning approaches such as long short-term memory (LSTM), bidirectional long short-term memory (Bi-

LSTM) [23], convolutional neural network (CNN), and recurrent neural networks (RNN) to solve the IE 

tasksThe known techniques LSTM and bi-directional LSTM were used to set the experiment and choose the 

optimal, since LSTM is a gated recurrent neural network, and Bi-LSTM is just an extension to that model for 

future cell processing [24]. 

Since IE is language-specific [25], the IE model developed for Amharic text cannot be applied to 

Ge’ezlanguage even though they are in the same domain area. For instance, IE model built for a document in 

the terrorism domain doesn’t work for housing advertisements. Thus, this study is aimed to develop a suitable 

IE model for Ge’ez text, and, finally, evaluate the performance and usability of the model using the evaluation 

metrics. 

The rest of the study is organized as shown in: the next section presents the materials and methods 

used to build the IE model including data preprocessing, tokenization, normalization, stop word removal, 

stemming, and padding. The discussion of the findings of this research is presented in section three. Section 4 

presents the conclusion, recommendations, and limitations of the study and the last section presents the 

contribution of the study. 
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3. RESEARCH METHODS 

The proposed model is concerned with named entity recognition in the context of information 

extraction subtasks. The module for information extraction from Ge'ez texts is described in this section. A deep 

network with Bi-LSTM layers underpins our method. The padding sequence is the first Bi-LSTM layer's input. 

On the other hand, a softmax function is used in the final layer to find the most appropriate labels for each 

token. The data were gleaned from religious documents, Ge’ez textbooks, religious telegram channels, and 

Ge’ez thesis. The proposed model architecture (see Figure 1) includes the preprocessing stage, the data splitting 

stage, and the prediction stage.  

Preprocessing algorithms (or tasks) such as tokenization (divide sentences, remove punctuation marks 

and numerals), stop word removal, stemming, and padding are some of the preprocessing procedures that have 

been used. After preprocessing, we split the dataset into training and testing phases. The training dataset is used 

to train the proposed model, which includes the LSTM and Bi-LSTM stages of sentence encoding. Finally, the 

trained model predicts or extracts the given text after the training and testing phases have been completed. We 

annotated the data set with a structure of the BIO format, where we used the letters "B" for the beginning, "I" 

for the inside of the token, and "O" for the sentence's last (out of entity tags) token.  

 

 

 
 

Figure 1. The proposed model architecture 

 

 

The BIO schemes are commonly used in NER or entity extraction research [26]. This paper is focused 

on investigating the most fundamental and significant elements of NER, such as the person's name, “ደማቴዎስ 

ሊቀጳጳስ ዘለ እስክንድርያ ዘይትነበብ በዕለተ በዓሉ ለዐቢይ ወክቡር ወቅዱስ ሊቀመላእክት ሚካኤል አመ ዐሡሩ ወሰኑዩ 

ለወርኀ ኅዳር”, ደማቴዎስ is labelled as “B-person”, እስክንድርያ as “B-place”, and ዐሡሩ ወሰኑዩ ለወርኀ ኅዳር as 

“B-Time”, and the rest will be outside entities labeled with "O”. After representing the word using vector 

representation, the next step is modeling the sentence using the by bidirectional LSTM (Bi-LSTM). In this 

study, a Keras padding is used as embedding input for a Bi-LSTM model to form distributed vector 

representations for the input sentences separately. It is a modified variant of the long short-term memory 

recurrent neural network.  

This layer maintains the data's sequential order. It enables the detection of linkages between prior 

inputs and outputs. In both forward and backward directions, the Bi-LSTM recurrent neural network verifies 

the sequence of vectors. Because of this, this form of algorithm is preferable for sequence verification [27]. 

The bidirectional LSTM model is the combination of two LSTM models that are used to capture context 

information from the past as well as the present. Finally, the Bi-LSTM network learns the sequence feature 

vector in both directions; it learns the sequence of input data to predict the sentence's exact tag. As a result, the 

embedding layer's output is the input for Bi-LSTM (see Figure 2). 
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Figure 2. Bi-LSTM model parameters 

 

 

2.1.  Data preprocessing 

The data preprocessing stage is the data cleaning and preparing the labels dataset for training and 

testing the model. The data cleaning step removes unnecessary or noisy data like (the name of the author, email 

address, phone and city, and print date). Using an online annotation tool, the dataset is annotated to assign the 

class type, and modify the named entity. After preprocessing the raw data, the other steps are: tokenization, 

stop word removal, stemming, padding, and word2vec (vectorization), which are discussed in next sub-section.  

 

2.2.  Tokenization 

Naturally, a text must split into appropriate linguistic units such as words and sentences before any 

meaningful text processing can begin. Because the incoming news story is plain text, we must figure out where 

sentences begin and end, as well as where words, whitespace, and punctuation marks are located. Because 

punctuation marks occur at sentence borders in most written languages, it is the first preprocessing stage of 

NLP in text processing. Tokenization is the splitting of textual data into expected tokens. As a result, the text 

that was collected for processing has been broken down into paragraphs, sentences, or words using punctuation 

marks. Ge’ez language has its punctuation marks, where ። is used as full stop, ፣ is used as comma, ፤ is used 

as semicolon, and ፥ is used as colon [28]. 

 

2.3.  Stopword removal 

Stopword removal is another task in preprocessing stage to filter out stopwords before any startup 

processes in this natural language preprocessing. Conjunctions, articles, prepositions, pronouns, and 

punctuation marks are examples of stop words because they add no value to the IE system. There is a list of 

stop words in the Ge'ez language, such as 'እስመ' ,'እለ', 'ታሕተ', 'መትሕተ', 'ውስተ', 'ማእከለ', 'ኀበ', 'መንገለ', 'እም', 

'እምነ', 'ምስለ', 'በእንተዝ', 'ባሕቱ', 'ዘእንበለ', 'በእንተዝ'. E.g., 'ወወረደ' 'ፊልጶስ', 'ሀገረ', 'ሰማርያ', 'ወሰበከ', 'ሎሙ', 

'በእንተ', 'ክርስቶስ [28]. By preparing a stop word list, any word that is in the stop word list is removed from the 

bag of words identified from the Ge’ez text. 

 

2.4.  Stemming 

The use of stemming is to reduce redundancy. For example, stemming will bring the different forms 

of the word index, which are indexing, indexable, indexers to index. In its simplest form, stemming can be 

considered as an affix removal method that involves removing (a small number of–remove) prefixes and/or 

suffixes that are added to conflate a word from its root (conflation is adding–stemming is removing). It is the 

process of removing prefixes and suffixes from the beginning and end of words. Stemming is a pain in the neck 

[28]. In Ge’ez language, there are several stems. However, this study used simplest or common suffixes (such 

as ኣን፤ኣት፤ያን፤ያት) and prefixes (such as አ,ወ) ወብዙሀን ነፍሳተሀጥን እለ አውፅኦሙ በእንተ ትንሳኤሁ ቅድስት 

ወውድስት እንተይእቲ ሰንበተክርስቲያን [29]. 

 

2.5.  Padding sequencing 

Embedding/padding describes a vector space representation for the entities and relations in the 

knowledge base (KB) and uses these representations to predict the missing facts. Latent feature models do 

reasoning over the knowledge bases (KBs) via latent features of entities and relations. The intuition behind 

such models is that the relationship between two entities can be derived from the interactions of their latent 

features. Recently, the research trend is moving towards using tensors for KB completion tasks. Tensors are 

multidimensional arrays that represent multi-relational data quite easily. At this stage, all the dataset are 

changed to vector i.e., representation of word by number to splitting the dataset to training and testing and 

predict the test data, because the computer system know the bit (or bio) format data.  

https://en.wikipedia.org/wiki/%E1%8D%A4
https://en.wikipedia.org/wiki/%E1%8D%A5
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4. RESULTS AND DISCUSSION 

In this section, the study findings from each module of the information extraction model are presented. 

Finally, a discussion of the outcomes of the proposed model is presented. The conventional information 

extraction evaluation metrics of transcription, validation and testing accuracy are also presented. 

 

4.1.  Dataset description  

The dataset collected for this experiment contains a large text file from various sources written in the 

Ge'ez language, including Ge'ez Drisan, Ge'ez arts, Ge'ez Gedl, and various Ge'ez textbooks. A total of 63,262 

tokens in the 5,270 sentences were collected, saved, and manually labeled by entity class shown in Table 1. 

We used preprocessing tasks like data cleaning, sentence and word tokenization, stopword removal, affix 

removal or stemming, and padding sequencing on this dataset. The sample list sentences are categorized 

manually into four entity classes used to create an information extraction model from Ge'ez language. The 

study used an 80%/20% training and testing ratio consistent with other research [9]. The hyperparameters are 

chosen as in Table 1 in such a way that better performance evaluations could be achieved as also supported in 

other similar research [8]. 

 

 

Table 1. Experimental hyperparameter setup 
Hyperparameter Setup 

Max_length 50 
Embedding dim 200 

Dropout  0.1/0.5 

Dense  9 
Batch size 32 

Epoch  10 

Optimize  Adam 
Activation  Softmax 

 

 

4.2.  Performance evaluation 

It is critical to evaluate the proposed model's performance to determine whether the method is optimal 

or not. To evaluate the model, we used the two main deep learning algorithms, i.e. LSTM and Bi-LSTM with 

the same model parameters (defined in Table 2). 

 

 

Table 2. Evaluation result 

Algorithm 
Accuracy in % 

Training accuracy Validation accuracy Testing accuracy 

LSTM 96.89 96.89/ 95.78/ 

Bi-LSTM 98.59 97.96 96.21 

 

 

4.2.1. Performance of the model with only long short-term memory 

In the first experimental process, we tested the LSTM methods; which only analyze sequences in the 

forwarding direction. We also evaluated the performance using an 80% training, and 20% testing ratio, and 

trained with 10 epochs, as shown in Figures 3 and 4. Plotting the scores for the training and testing datasets is 

a useful indication of whether the model is over-fitting to the training data. The graph in Figure 4 shows how 

the accuracy of the LSTM approach responds as the number of epochs in the training and testing data 

isincreases.  

The figure shows that LSTM can achieve excellent accuracy with only 8 epochs. The generalization 

gap of the epoch result graph is good, reflecting no overfitting occurring between the training and testing dataset 

as shown in Figure 3. The graph of the model accuracy and loss is shown in Figure 4. The graph of the model 

accuracy and loss demonstrates the non-existence of the overfitting problem during the training phase 

indicating that the LSTM model is only learning one way at the start or end. Figure 4 also highlights the testing 

sets exhibit highly similar variations in accuracy and loss score. 

 

 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 30, No. 2, May 2023: 787-795 

792 

 
 

Figure 3. LSTM model accuracy 

 

 

 

 
 

Figure 4. LSTM model loss 

 

 

4.2.2. Performance of the model with only BiLSTM 

We have also evaluated the Bi-LSTM methods, which utilize a bidirectional long short-term memory 

network, using 80% of the dataset for training and 20% for testing with some hyperparameters. The 

experimental result showed high achievement in training accuracy of 98.59%, validation accuracy of 97.96%, 

and testing accuracy of 96.21%. From the plot in Figure 5, the accuracy first rises and settles at one epoch.  

After training, the test is done and the curve settles reflecting the accuracy increases after the model 

is trained a little more as the trend for accuracy on both datasets increases for every rise in epochs. The model 

has not yet overlearned the training dataset, showing comparable skills on both datasets.  

 

 

 
 

Figure 5. Bi-LSTM model accuracy 
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From the plot of loss in Figure 6, it can be observed that the training and validation datasets have 

shown a comparable performance. The loss decreases and settles around one epoch. After training, the test is 

performed and the curve settles near zero reflecting that the loss decreases after training. 

 

 

 
 

Figure 6. Bi-LSTM model loss 

 

 

4.2.3. Prediction result 

When the model has been sufficiently evolved and fits forecast a new row, the prediction of classes 

in a multi-label classification task must be enabled. The trained model predicts the information extraction texts 

using new or test sentences. The loaded model shows the class object. Table 3 illustrates a sample result of the 

suggested model's prediction. 

 

 

Table 3. Prediction results 
Experimental Result no. of instances % 

Correctly Classified Instances  1007 96.21 

Incorrectly Classified Instances  193  13.79 

 

 

4.3.  Discussion of result 

In this study, a comparison is done between two models LSTM and BiLSTM. To train both models 

the same parameters are used. However, the BiLSTM model understands (would be good to use another term) 

the sentences’ semantic features from the beginning and end of the sentence, but the LSTM model only knows 

the starting features not knowing the end word features.  

So, Bi-LSTM is knowing directional features (the similarity of the word within a sentence). Both 

models have a good generalization gap because the graph lies on the same bands (on the head or the neck), as 

shown in Figures 5 and 6. The experimental result shows that the model accuracy and model loss performances 

is 0.968% and 0.13, respectively. 

 

 

5. CONCLUSION  

The availability of enormous amounts of textual data over the internet motivates researchers and 

practitioners to find various ways to automatically index and process text documents. There has also been a 

growth in the accessibility of text data in local languages such as Amharic and Ge’ez. However, the availability 

of voluminous information makes it challenging to search and extract valuable information from excessive 

unstructured data. Therefore, it is required to build an IE model to extract meaningful information and 

summarize the content. The study aims to build a model using Bi-LSTM to extract information from Ge’ez 

text. To build the IE model, the study passes through various steps, including preprocessing (data cleaning, 

tokenization, stop word removal, stemming and padding sequence), training and testing dataset separation, and 

model building using bidirectional long short-term memory (Bi-LSTM), and predict named entity. The model 

could help users search and extract specific information (text, sentence, or paragraph) from the available state 

of voluminous unstructured data. Based on the evaluation result, the proposed Bi-LSTM information extraction 

model from Ge'ez text achieves 98.59%, 97.96%, & 96.21% accuracy for training, validation, and testing, 

respectively. The performance evaluation results reflect a promising performance of the model compared with 

resource-rich languages like English. 
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6. CONTRIBUTION OF THE STUDY 

In practice, the study contributes to developing and improving the information extraction modules of 

the Ge’ez language and, in theory, initiates other researchers to know and develop knowledge about the ancient 

Ge’ez language for developing other related IR research areas like question answering, text summarization, 

machine translation, and soon. 
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