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 This paper verifies the applicability of the proposed code to dynamic Network 

on Chips that have variable faulty blocks with runtime suggesting an online 

error detection mechanism with adaptive routing algorithm that bypasses 

faulty components dynamically and the router architecture uses additional 

diagonal state indications for the reliable network on chip (NoC) operation. In 

NoC, the permanently faulty routers are disconnected to enable high runtime 

throughput as data packets are not lost due to self-loopback mechanism. The 

proposed proficient matrix codes use the capabilities of decimal matrix code 

technique with minimum check bits for maximum error correction capability. 

The proposed code is compared with existing codes such as decimal matrix 

codes, modified decimal matrix codes and parity matrix codes. The codes are 

developed in verilog hardware description language and simulated in the 

Xilinx ISE 14.5 tool. This proficient matrix code proves to be efficient for 

multiple adjacent error detection and correction with trade off in delay. Also 

65% code rate is achieved with 22.73% less redundant bits that occupy less 

area by atleast 11.78%. The codes when used for increased data sizes like 8, 

16, 32, and 64 bits, the power delay product decreased by atleast 1.74%. 
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1. INTRODUCTION  

As a result of rapid advancements in very large-scale integration (VLSI), billions of transistors are 

expected to be fabricated on a single chip. For establishing communication among these elements, traditional 

wiring becomes less reliable. The best available solution for these complex wiring issues in System on Chip 

(SoC) is network on chip (NoC) [1]-[3]. NoC has established itself as the most dependable and legitimate 

method of connecting multiple cores in a SoC. It also increases the throughput without using further channels 

for interconnection. A routing-algorithm should also be developed to specify which path a data packet should 

take from source through routers. The deadlock and live lock both must be free [4]. The configuration of routers 

and processor connections on a device is referred to as networktopology [5]-[7]. The most common topology 

is 2-D mesh topology which looks like a tile arrangement. The router is typically made up of first in first out 

(FIFO) buffers, control logic, and an arbiter. 

The system architecture is a NoC router [8], [9] capable of overcoming both dead and live locks. 

Figure 1 depicts the router's block diagram. It is appropriate for a two dimensional mesh NoC with four 

directions (east, west, north and south) [10]-[12]. Router can connect provider edge router (PES) and IPS 

directly to any side. Therefore, a PE or an intellectual properties (IP) does not require a particular connection 

port [13]-[16]. It includes four loopback modules, routing error detection, routing logic, I/O buffers, I/O ports, 
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ECC, and control signals. It uses the store and forward method of operation [17]. Among these, routers are the 

elements that induce errors into the data stored in buffers. The memories capacity in recent years has increased 

rapidly, and radiation effects in a variety of spaces, including aeronautical, nuclear and chemical equipment, 

whose memory operates at very high temperatures or in a radiation environment, face soft error, then the error 

detection and correction (EDAC) codes are necessary. In the previous methods, hamming code was used to 

correct errors in the transmitted bits. The code architecture is liable to errors and doesn't represent a breakdown 

of errors even though the path and therefore the data are properly managed. The term hamming code is 

employed to detect and rectify individual bit errors [18], [19]. Further, there esixt many error detection and 

correction codes in literature that are capable of correcting single bit to single byte errors.  

 

 

 
 

Figure 1. Block diagram of NoC router 

 

 

In the existing system, any number of errors can be detected in a single byte via the code for single 

error correction-double error detection-single byte detection (SEC-DED-SBD). These codes are especially 

useful to protect byte-organized memories than traditional single error correction-double error detection (SEC-

DED) codes [20]-[22]. For several other codes capable of resolving multiple errors, additional error correction 

codes, single byte correction-double byte detection (SBC-DBD) and triple error detection code are included. 

In addition, the reconfiguration NoC structure can include bypass areas where the switches use a rotation 

algorithm to take various routing choices. It has a low overhead and can be detected multiple times, but it 

cannot be fixed for multiple errors. Also, the Turn model algorithm is inappropriate to detect multiple upsets 

or errors. 

The ECCs based on decimal algorithms are implemented within NoC components such as router 

switch to protect data packets from errors. Four-way architecture characterises the switch as north, south, east 

and west, while the eight-way architecture characterises the switch for as north, south, east, west, north-east, 

north-west, south-east and south-west as shown in Figure 2. Processing elements (PE) and intellectual 

properties (IP) are directly connected to the router. Thus there is no specific PE or IP connection port. There 

are two unidirectional data buses in each port direction (input and output ports). A FIFO (primaryinput, first 

out buffer) and a logical routing block are connected to each input port. The storage and forward switching 

techniques are used during the switching operation. All data packets are saved on a single router at any given 

time using the storage and transmission technique. If a router is reconfigured, the buffers must only be emptied. 

As the switch uses non-bouncing routers, the other three neighbours around a router remain unavailable. If a 

router with three nodes, then it cannot be routed with a data packet. 

Error correction code memory (ECC) block checks its contents to ensure that the data is correct if a 

router receives a neighbour's data packet. Data errors based on decimal ECC effectiveness are detected and 

fixed by this process. The NOC is a mesh router structure that detects routing error using the XY algorithm for 

adaptive routing. This solution helps to correct individual errors (one bit in one flit) in event disorder (SEU) 

and to identify several errors in the event disruption (MEU). An online fault detection mechanism includes the 

proposed reliable switch. The XY routing algorithm can be used in conjunction with adaptive algorithms. The 

reliable router depends upon real-time diagonal information, additional flow information on the header, and 
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routing error blocks to detect routing errors for each port. The underlying principle uses previously crossed 

switch to confirm every route receiving a data packet. In combination with decimal ECC, this error routing 

detection is conducted. 

Among the existing codes like decimal marix code, modified decimal matrix code and parity matrix 

codes suit this application due to their organization of matrix like structure which enables to correct multiple data 

at a time. But the problem of using these codes is they have less code rate and use more number of redundant bits 

for error detection and correction. In this paper, we propose proficient matrix code that is capable of correcting 

maximum number of adjacent errors with less number of redundant bits and maximum possible code rate. 

 

 

 
 

Figure 2. Architecture of the router switch 

 

 

2. METHOD 

The codes considered in this paper for evaluating the proposed proficient matrix code are decimal 

matrix code, modified decimal matrix code and parity matrix code. The data matrix codes (DMC) code is based 

on a proportional divider symbol and uses the decimal integer addition and subtraction for detecting errors 

[23], [24] as shown in Figure 3. This encoding approach in each row and column assumes a symbol treated as 

decimal integer to obtain a corrected word. 

 

 

 
 

Figure 3. DMC local organization (k=2 x 4, m=4) 
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Information bits are included in the D0 to D31 numbered cells. The 32-bit word was divided into eight 

four-bit symbols i.e., K1=2 and K2=4 are chosen at the same time. The horizontal parity bits are H0-H19, while 

vertical check bits are V0-V15. The maximum correcting capabilities (i.e., maximum correction size of the 

corrected MCU) and the number of check bits differ when different values are used for k and m. To maximise 

the correction capability, k and m need to be chosen carefully, while using less number of overhead bits.The 

full adders are used for horizontal check bits, and vertical check bits are obtained by modulo-2 addition. Ideas 

for dividing a symbol and arranging a matrix are implemented in the system. To generate the defective 

information bits, the failure is injected into the decoding data bit. If an error in a data bit is discovered, a 

calculation of the syndrome will correct the corresponding bit. Finally it generates the corrected output data as 

shown in Figure 4. 
 

 

 
 

Figure 4. DMC code 

 

 

During encoding, the data bits D are used to obtain H, V, and U (redundant data bits) are obtained and 

the codeword is saved in memory. During decoding, the MCUs found in the memory are corrected using 

syndrome bits. Thus, DMC has a higher fault tolerant capacity with lower overhead performance and uses less 

overhead by encoder reuse technique (ERT). 

The modified DMC (MDMC) is similar to the DMC in that it calculates horizontal redundant bits 

using higher order adders and subtractors. It uses a Hamming encoder and XOR gates for encoding. For an N-

bit data, k-symbols of m-bits size are subdivided, i.e., N = k x m. The k-symbols are arranged in a k1 x k2  

2-D matrix. For each symbol treated as decimal integer in the first row, the horizontal check bits are calculated 

using Hamming codes. The vertical bits for each column are calculated using binary Ex-OR operation. The 

electrical resistivity tomography (ERT) technique is used for decoding [25]. 

Consider 32-bit data i.e., D0-D31 cells contain bits of information then N=32 has k=8 symbols each 

with m=4 bits. P0-P11 as horizontal check bits and V0-V15 as vertical check bits. For k = 2 x 4 and m = 4, 

then, up to 16-bit errors and 28 redundant bits can be corrected [26] as shown in Figure 5.  
 

 

 
 

Figure 5. 32-bit Modified DMC logical representation 

 

 

When compared to the MDMC, the parity matrix code (PMC) has a higher correction capability with 

the same detection capability [27] as shown in Figure 6. The inadequacy of H ensures that the many-sided 

translation performs as well as that the code length is linear and increases in proportion with codeword length. 

The H matrix is a sparse matrix consisting of identity matrix and parity matrix. In comparison with other coding 

methods, the most significant advance here is the method by which the code is decoded to minimise overhead 

cost.In encoder, this method uses a matrix multiplier and addition along with a generator matrix to detect errors. 
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𝐺 = [
1 0
0 1

 
1 0
1 1

]  

 

The generator matrix is multiplied by the input divided into two bits. The matrix is multiplied by four bits, with 

the first two bits represent input and the last two as overhead bits. Both of these data sets are stored separately in 

static random-access memory (SRAM). The matrices of identity and equality are shown in the first and second 

columns respectively. The proportion of a single column or row, regardless of its matrix order must always be 

determined to divide the matrix in two equal parts, one as identity matrix and the other as parity matrix [28].  

The PMC decoder uses H-matrix, i.e., a transpose of the generator matrix. The data is increased within 

the matrix once more, and the matrix is added, allowing us to detect and correct errors within the stored bits. The 

correction is made by multiplying the redundant bit by adding the multiplied data, which leads to the correction 

of the original data or the error. 

 

H = [
1 1
0 1

 
1 0
0 1

]  

 

Data are used to check the number of corrected data compared to the input data. Throughout the flow, 

as the divide is two, the decoder detects four bits in both cells and, when the number of split bits is two, it is able 

to correct one, resulting in a defect correction ratio of one-half as shown in Figure 7. This means that in any cases 

of detection of memory cells, we will obtain a most 32-bit correction rate for 64-bit input information. PMC has 

an advantage over improved DMC because the detection remains constant till 64-bit data is used [29]. 

The proposed proficient matrix code is similar to DMC [18] with a difference that its horizontal parity 

bits can predict only the position of the error, while the remaining bits remain unchanged and the way they are 

designed is as shown in Figure 8. One partial encoder is reused for syndrome bit analysis, with only the H and 

V bits shown in Figure 9. The data in the 64-bit range is logically identical [19]. Again, the horizontal non-

zero syndrome bits indicate where the error should be located, and the vertical non-zero syndrome bits are used 

to resolve incorrect results [20].  

 

 

 
 

Figure 6. Block diagram of PMC 

 

 

 
 

Figure 7. Logical PMC organisation 64-bit, divided into two symbols 

 

 

 
 

Figure 8. Horizontal redundant bits 
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Figure 9. Proficient matrix code decoder 

 

 

3. RESULTS AND DISCUSSION 

The codes are written in Verilog HDL and tested with Zynq (XC7Z100- 1FFG1156) FPGA in Xilinx 

ISE 14.5 Tool. The power is evaluated using Xpower Analyzer for a toggle rate of 12.5%. Table 1 and Table 

2 show that when compared to DMC, MDMC, and PMC, the PrMC code uses less code word bits by at least 

22.22%, 18.75%, 13.79%, and 9.26%, and less redundant bits by at least 4%, 37.5%, 22.76%, and 22.73%, and 

a high code rate by at least 22.23%, 18.75%, 13.7%, and 9.26%, respectively. The simulation result of 8-port 

NoC with PrMC is shown in Figure 10, where the maximum correction capability of adjacent erroneous bits 

depends on the length of the vertical syndrome. As XOR gates alone cannot ideally help in error correction, 

XNOR gates are also necessary to correct even number of erroneous bits in data.  

 

 

Table 1. Comparison of existing and proposed matrix codes for 8 and 16 bit data sizes 
Parameters DMC MDMC PMC PrMC DMC MDMC PMC PrMC 

#Data Bits, k 8 8 8 8 16 16 16 16 

#Parity Bits, r 12 10 10 6 20 18 16 10 

#Code Word, n=r+k 20 18 18 14 36 34 32 26 

Bit Overhead, r/k in % 150 125 125 75 125 112.5 100 62.5 

Code Rate, k/n in % 40 44.44 44.44 57.14 44.44 47.06 50 61.54 

Code Efficiency, r/n in % 60 55.55 55.55 42.86 55.55 52.94 50 38.46 

 

 

Table 2. Comparison of existing and proposed matrix codes for 32 and 64 bit data sizes  
Parameters DMC MDM

C 

PMC PrM

C 

DMC MDMC PMC PrMC 

#Data Bits, k 32 32 32 32 64 64 64 64 

#Parity Bits, r 36 34 26 18 68 66 44 34 

#Code Word, n=r+k 68 66 58 50 132 130 108 98 

Bit Overhead, r/k in % 112.5 106.25 81.25 56.25 106.25 103.125 68.75 53.125 

Code Rate, k/n in % 47.06 48.48 55.17 64 48.48 49.23 59.26 65.31 

Code Efficiency, r/n in % 52.94 51.51 44.83 36 51.51 50.77 40.74 34.69 

 

 

The codes for various data bits, such as 8, 16, 32, and 64-bit data are compared with respect to area 

and power delay product when they are used in 8-port router as shown in Figures 11 and 12. From Figure 11, 

the PrMC decreases area occupied by 35.27%, 22.89% and 11.78% when compared with DMC, MDMC and 

PMC respectively. Similarly from Figure 12, the proficient matrix codes of 64-bit data size use increased power 

delay product of 19.46% and 12.11% when compared with DMC and MDMC codes due to increase in number 

of Ex-OR gates used for implementation, and 1.74% decrease when compared with PMC Codes. 
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Figure 10. Simulated result of PrMC for 8 port NoC router 

 

 

 
 

Figure 11. Comparison of 8-port router with various codes in terms of area 

 

 

 
 

Figure 12. Comparison of 8-port router with various codes in terms of power delay product 

 

 

4. CONCLUSION 

In network on Chips, routers are the most prone to error, resulting in corruption of data or deadlock 

necessitating packet retransmission in end-to-end and hop-to-hop configurations. To prevent retransmission 

and ensure reliability, EDAC codes are proposed. Matrix codes are the main aspect of this project. The 

proposed matrix code, PrMC is compared with existing DMC, MDMC and PMC codes. The codes are written 

in Verilog HDL and tested with Zynq (XC7Z100-1FFG1156) FPGA in Xilinx ISE 14.5 Tool. The proposed 

code is efficient in many ways, with the only drawback being a slight increase in delay. Also 65% code rate is 

achieved with 9.26% increase in code word, 22.73% less redundant bits and 6.05% high code rate. The 

proficient Matrix codes prove to be a better choice for implementing EDAC codes in NoC routers as the area 

decreases by atleast 11.78% and with a decrease of atleast 1.74% in power delay product. 
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