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Abstract 
Extraction and expression of features are critical to improving the recognition rate of ear image 

recognition. This paper proposes a new ear recognition method based on SIFT (Scale-invariant feature 
transform) and Forstner corner detection technology. Firstly, Forstner corner points and SIFT keypoints 
are detected respectively. Then taking Forstner corner into the SIFT algorithm to calculate their descriptor 
as the image feature vectors. Finally ear recognition based on these feature is carried out with Euclidean 
distance as similarity measurement. Abi-directional matching algorithmis utilized for improving recognition 
rate. Experiments on USTB database show that the recognition rate reaches more 94%. The 
Experimental results prove the effectiveness of the proposed method in term of recognition accuracy in 
comparison with previous methods. It is robust to rigid changes of ear image and provides a new 
approach to the research for ear recognition. 
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1. Introduction  
Ear recognition has attracted much more public concern in recent years. It is a 

technology with many advantages: easy collection, easy to accept, low-cost equipment and 
invulnerable to the environmental impact [1]. Meanwhile, image size of the human ear is 
directly proportional to the amount of data processing which decides to the color distribution. 
Image matching of the human ear is an important part of the human ear recognition [2]. 
Common sense, image matching [3] is a process based on the comparing of the features 
between known patterns and unknown images. 

Feature extraction is one of the most important research areas in image matching.In 
recent research, according to the extracted features, ear recognition method can be 
summarized in two categories [2], the method based on the algebraic features [3-5] and the 
method based on structural features [6-7].  

1) Based on the algebraic features: Victor B et al. proposed base on Principal 
Component Analysis (PCA) for the human ear recognition [8]. Thereafter Dasari et al. 
proposed Kernel principal component analysis (KPCA) method to extract algebraic features of 
the human ear, and using the Support Vector Machine for the identification, achieved a 
recognition rate higher than the PCA method [9]. The Kocaman B et al. used respectively, 
Principal Component Analysis (PCA) and discriminative common vector analysis (DCVA), 
Fisher Linear Discriminative Analysis (LDA) and Locality Preserving Projections (LPP) method 
were used for ear recognition [10].  

2) Based on the structural features: These methods by finding the key points of the 
contour and the internal structure of the human ear, to build the structural features. For 
example Choras Mproposed geometry-based feature points extraction method [11]. Hurley et 
al. proposed to extract the structural characteristics of the force field transformation theory of 
the human ear [12]. The principle is that the pixel in the image of the human ear as a Gaussian 
attractor, which the human ear image is converted to a force field. Bustard, et al. proposed the 
ear recognition method based on SIFT features [13]. 

At present all kinds of methods all need accurate positioning, easy to affected by the 
change of illumination Angle and so on. So they have a high recognition rate for the standard 
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ear image. Buttheir recognition rate is not idealfor a change in the Angle of acquisition of ear 
image. Based on this, this paper puts forward the Forstner-SIFT algorithm which is applied to 
the ear recognition to improve the recognition rate for the change in the Angle of acquisition of 
ear image. 

SIFT is a local feature descriptors proposed by David Lowe at the university of British 
Columbia in 1999, and has more in-depth development and perfection in 2004 [14-15]. SIFT 
feature is that the local characteristics of image, the scaling and brightness to image scale and 
rotation changes keep invariance, the perspective changes and affine transformation and noise 
also maintain a degree of stability [16].  

Ear recognition based on SIFT features proposed in the literature [13], but for the 
depth rotation -30°~+30°of the human ear image, recognition rate is only 40% and 34%. The 
reason is: 1) The shape and structure of ear Image is very simple. It has small changes in 
gradient and a relatively small amount of information per unit area. SIFT can only find a small 
number of SIFT keypoint. 2) SIFT feature points is a stable point after the Gaussian 
convolution, but after a depth rotation, SIFT keypointsof the ear image will be overwritten and 
the value of the neighborhood will change, so the SIFT feature vector will vary greatly.  

The paper is organized as follows: in Section 2, Feature point detection based on SIFT 
algorithm is described for ear images, briefly discusses the ear recognition based on Forstner-
SIFT descriptor. In Section 3, experimental results are demonstrated and finally, the conclusion 
is made in Section 4. 

 
 

2. The Ear Recognition Method based on Fusion Forstner and SIFT 
In order to overcome the problem of low recognition rate for depth rotate the image for 

ear recognition based on SIFT.Corner detection method based on image structure is fused into 
the SIFT algorithm. After theoretical research and experimental, finalize the Forstner corner 
detection method to be used [17]. The reasons are: 1) Forstner algorithm is accurate, high 
precision. 2) Forstner are greatly influenced by gray level and contrast. Detection to the ear 
image using Forstner corner operator is shown in Figure 1.  

Combining Forstner algorithm and SIFT for image feature vector generation process is 
as follows: 

1) First load the images of the human ear; 
2) Then detection images of SIFT key points and Forstner corner points; 
3) Next put the feature points which have been obtained into the point pool; 
4) Afterwards, computing the dominant directions of the point in the pool; 
5) Finally, generate the points' SIFT feature vector.  
The detailed matching process of fusion Forstner corner and SIFT algorithm is 

described as following. 
 
 

 
 

Figure 1. Forstner Operator to the Ear Image Corner Detection 
 
 

2.1. Detection Image SIFT Keypoints 
Under a variety of reasonable assumptions the only possible scale-space kernel is the 

Gaussian function. Therefore, the scale space of an image is defined as a function, ),,( yxL , 
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that is produced from the convolution of a variable-scale Gaussian, ),,( yxG , with an input 

image, I(x, y): 
 

),(),(),,( yxIyxGyxL                                                      (1) 

 
Where * is the convolution operation, ),,( yxG  is a variable-scale Gaussian,  
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To efficiently detect stable keypoint locations in scale space, it is required to using 

scale-spaceextrema in the difference-of-Gaussian function convolved with the image, 
),,( yxD : 

 
),,(),,(),()),,(),,((),,(  yxLkyxLyxIyxGkyxGyxD             (3) 

 
2.2. Detection Image Forstner Corner Points 

Forstner algorithm is to first select a pixel, and then calculates its gradient, and next 
calculates the gray scale covariance matrix of the window which the point is as the center of it. 
Ultimately, the least and most close to the graphics points will be the feature points. The 
calculation steps of Forstner are as follows: 

1) Calculate the Robert's gradient of each pixel 
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2) Calculate the gray scale covariance matrix of the 1*1 window 
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3) Calculate the interest value 
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4) Set the threshold named Tq and Tw. Tq usually between 0.5 and 0.75. Tw is 

obtained by the formula as follow:  
 

( 0.5 ~ 1.5)Tw kw k                                                    (7) 
 
5) The least and most close to the graphics points will be the fature points. 

 
2.3. Computing the Dominant Directions 

By assigning a consistent orientation to each keypoint based on local image 
properties, the keypoint descriptor can be represented relative to this orientation, and, 
therefore, achieve invariance to image rotation. The scale of the keypoint is used to select the 
Gaussian smoothed image, L, with the closest scale, so that all computations are performed in 
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a scale-invariant manner. For each image sample, L(x, y), at this scale, the gradient 
magnitude, m(x,y), and orientation, θ(x, y), is precomputed using pixel differences: 

 
22 ))1,()1,(()),1(),1((),(  YXlYXLYXLyxLyxm                           (8) 
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2.4. The Local Image Descriptor 

Generation of keypoint descriptors: The coordinate axis of rotation for the feature 
points in the direction, in order to ensure its rotation invariance, then make the feature point as 
the center and take the 8×8 window. Computing the gradient direction histogram is computed 
in 8 directionson each 4×4 small pieces, and then, marking the values of each gradient 
direction, thus a descriptor array is formed. In actual calculation process, in order to improve 
the robustness of matching feature points, 4×4 descriptor array is used to describe the images, 
a 128-dimensional SIFT feature vector will be got. 

The last step of the proposed algorithm generates a pixel neighborhood region feature 
descriptor based on the SIFT and Forstnerkey points. For the critical point and its neighbor, 
this descriptor is compressed, with high discrimination described as different (different area) 
and the shooting angle of illumination conditions, and photo change having the robustness 
(different images in the same the critical point has a similar representation). 
 
2.5. Matching 

After the descriptor of the image keypointsare obtained, it begins to matching. An ear 
image is matched by individually comparing each feature from the ear image to this previous 
database and finding candidate matching features based on Euclidean distance of their feature 
vectors. In order to reduce the mismatch of the keypoints, we control comparative experiment 
using two-way matching [19]. SUM (col1∩col2), where the col1 is the set of points matching 
procedure from training image to target image, and the col2 is the set of points matching 
procedure from target image to training image.  

 
 

3. Experiments Results and Analysis 
In order to detect the performance of the ear recognition algorithm proposed, we do 

experiments in database of different lighting conditions and rotation angle. The entire 
experimental process is completely automatic, without any manual intervention. 

At present, the ear images used in most works mainly come from three specific 
databases: UND database collected by University of Norte Dame, UCR database collected by 
University of California at Riverside and USTB database collected by University of Science and 
Technology Beijing.  

The experiments with the proposed method are accomplished on the ear database of 
USTB II (University of Science and Technology Beijing). The database consists of 308 ear 

images of 77 individuals, the four images per person, with a resolution of 300×400 pixels.The 
first one is ear positive image, second and third one is respectively for the ear, +30 degrees 
and -30 degrees of depth rotated image, the fourth one is ear positive image of change the 
lighting conditions.Because the main purpose of this method is to verify the robustness of the 
image light, rotation angle and scale change, there is no need to advance the image 
normalization.  

First of all, experiment using SIFT-based ear recognition on the image library, where 
the first image as the training image, other image as the target image. The experiment results 
are shown in Table 1: 
 
 

Table 1. The Results of the Experiment of SIFT for the Ear Image Database 
distRatio 2nd image 3rd image 4th image Average 

0.4 32.47% 31.17% 85.71% 49.78% 
0.6 35.06% 25.97% 85.71% 48.92% 
0.8 40.26% 33.77% 80.52% 51.52% 
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The experimental resultsshow that it can obtain the highest average recognition rate 
when distRatio=0.8. The results of Two-way matching are shown in Table 2, the vertical axis 
denotes recognition rate. 

 
 

Table 2. Results of Two-way Matching 
distRatio 2nd image 3rd image 4th image Average 

0.4 15.58% 18.18% 68.83% 34.20% 

0.6 41.56% 38.96% 87.01% 55.84% 

0.8 44.16% 44.16% 83.12% 57.14% 

 
 

Table 3.  The Result of the Experiment of Forstner-SIFT for the Image Database 
distRatio 2nd image 3rd image 4th image Average 

0.6 84.42% 87.01% 96.10% 89.18% 
0.8 92.21% 94.81% 98.70% 95.24% 
0.9 80.52% 84.42% 94.81% 86.58% 

 
 
From the experimental results it can be shown that based on SIFT method has the low 

recognition rate about human ear image. The main reason is that too few keypoints are 
detected, so causing some mismatch. It reflects the following questions:  

1) The main reason for low recognition rate of 2nd and 3rd image is that the SIFT 
algorithm for image scale, rotation, brightness, and the affine transformation is stable, but if the 
image is rotated depth, the keypoint may be blocked and the value of the neighborhood will 
change, in the end, the feature vector vary greatly. Figure 5 shows that SIFT feature vector is 
generated for the same keypoint in different images. These changes affect recognition stability. 

2) The 4th image recognition rate is relatively high, the SIFT algorithm is stable under 
changing light conditions. 

 
 

 
 

Figure 2. SIFT and Forstner-SIFT Matching Results Contrast 
 
 

 
 

Figure 3. Compare with other Algorithm 
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3) When the threshold changes that the recognition rate of different images can 
produce different changes. Matching is more accurate when the threshold is lowered. After 
depth rotation the image feature vector will change, so the 2nd and 3rd image recognition rate 
will decline. The fourth image is the highest recognition rate when distRatio = 0.6, which is the 
same as the threshold recommended by David G. Lowe in his paper. The following experiment 
is accomplished by using fusion Forstner and SIFT ear recognition method, where the first 
image as the training image other image as the target image. The experiment results are 
shown in Table 3. 

According to the experimental data we can find that ear recognition based on fusion 
Forstner and SIFT method has been improved significantly than the SIFT algorithm, the main 
reason is that the Forstner corner is very stable under the conditions of light and depth change, 
along with increase of feature points number, the match will be more stable. Figure 2 is 
comparison the SIFT algorithm with fusion Forstner and SIFT algorithm in matching results, the 
left picture is about SIFT, the right one shows the proposed fusion Forstner and SIFT. 

Ear recognition based on fusion Forstner and SIFT still has some problems: The 3rd 
image recognition rate significantly higher than the 2nd image, the main reason is that the 
Forstner corner after a +30 degree rotation of images will be blocked, while the 3rd image in 
the -30 degree rotation Forstner corner was obscured, as Figure 7. We can see many of the 
key points in the first image but they were blocked in the second image. This structure-based 
feature recognition method can not be overcome. 

Figure 3 is comparison our method in this paper with other methods using the same 
human ear experiment database. The vertical axis denotes recognition rate. It is obvious 
thatproposed method has higher recognition rate than other algorithm. 
 
 
4. Conclusion 

This paper presents an efficient and robust ear recognition method, which uses 
Forstner corner and SIFT descriptor for feature extraction. SIFT descriptor contains a wealth of 
local image information, with rotation, zoom scale invariance, affine transformation and so on, 
and to noise has a certain stability, but has low recognition rate of the image after depth 
rotation. In this paper, the reasons that Forstner and SIFT can be combined is analyzed, to 
some extent, this method can overcome the shortcoming of SIFT, by using two-way matching 
can obtain higher recognition rate. Experiment result shows robust performance of the method, 
the recognition performs with an accuracy of more than 94% by using two-way matching. This 
proves that the method can be developed for actual application. 
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