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Abstract 
A lot of practical applications show that DS (Dempster-Shafer) theory of evidence cannot deal 

with highly conflicted evidence. For this problem, Murphy proposed a method to solve it by modifying 
source model of evidence. But this method just calculated the mean of the conflicted evidence and didn’t 
pay much attention on their correlation. Based on the combination method of Murphy, a new method to 
calculate the weighted average of the conflicted evidence using consistent strength is proposed by taking 
the correlation into account. The proposed combination method can combine highly conflicted evidences 
to be more satisfactory. A numerical example shows the effectiveness of the proposed method.  
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1. Introduction  

As an effective method of intelligent reasoning, the DS theory of evidence [1-2] has got 
more and more attention for many years and has achieved good results in many areas [3-4]. 
However, it is gradually discovered that there are some defects in the DS theory of evidence in 
practical applications [5-7]. On the one hand, a high conflict existing among evidences 
sometimes results in the failure of combination. On the other hand, it can cause an explosion of 
the number of focal elements and the computational cost is high. These two defects affect the 
application of the DS theory of evidence [8-10]. 

Considering these shortcomings, there have been two aspects to perfect the evidence 
theory. One is to modify the combination rule; the other is to modify the model of evidences at 
the source. The supporters of the former believe that the key to improve the evidence 
combination is the management of conflicts. The new combination rule needs to solve the 
conflict redistribution problem. So many methods have been proposed [11-13]. These rules can 
be seen as the special cases of reference [14]. One only needs to allocate different conflict in 
each subset to get different effects and have it work as a different combination rule. But the 
scholars who support the latter hold the opinion that the DS combination rule itself does not 
have errors, and the conflict of evidence should be preprocessed firstly when the degree of 
conflict is high, and then combined. In 2000, Murphy proposed a method to modify the source 
model of evidence [15]. This method calculates the mean of the basic probability assignment 
(BPA) of the evidence directly; and then combines iteratively with the Dempster combination 
rule. Compared with other methods, this combination rule can deal with conflicted evidences 
and converge quickly. But the shortcoming of the Murphy method is that the mean of the 
conflicted evidence is only calculated and the correlation among various evidences is not taken 
into account. So the conflict problem in some cases cannot be solved effectively. In reference 
[16], Deng Yong proposes an improved method which is mainly focused on the process of 
calculating the mean of evidence. This method firstly considers the correlation degree among 
various evidences; and then calculates the credibility of the evidence according to the distance 
among various evidences; finally, the credibility is used to calculate the weighted average of the 
evidence. Its experimental result shows that this method is more reasonable and more efficient. 
However, it needs to calculate a kind of distance among various evidences when handing the 
masses. Moreover, the calculation range includes the whole framework, so the computational 
complexity is relatively high. In reference [17], Zhang Jun put forward another method to reduce 
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computational complexity when calculating the masses. However, these two methods allocate 
the masses of evidences due to the proportions of the distances of evidences and the sum of all 
distances. The changing range of weight coefficient is limited and the computational complexity 
of the algorithms is relatively high. 

This paper also considers the problem from the view of modifying the source model of 
evidence based on the Murphy combination method. The method of calculating weighted 
average based on the consistent strength of the evidence is proposed. A new formula is applied 
to calculating the consistent strength of the evidence firstly; and then the support and credibility 
are calculated; at last, the weighted average of the evidence’s BPA is calculated according to 
the credibility. The experimental result shows that this proposed method can deal with the 
conflicted evidences effectively and the combined result is further improved and very suitable for 
practical application. 

 
 

2. DS Theory of Evidence 
In 1967, Dempster first pointed out the definitions of upper and lower probabilities which 

do not satisfy the needs of addition. The opinion is more in line with the human habit of thinking. 
It simulates uncertainty by using a probability range rather than a single probability value. In 
1968, Dempster discussed the generalization of statistical inference problems and presented 
the combined rule of two evidences. Based on the work of Dempster, Shafer proposed the 
evidence theory and extended it to the more general case. Their research results form the DS 
theory of evidence. 

 
2.1. DS Combination Rule 

The DS theory of evidence is based on a nonempty set called the framework, and the 

elements in meet the condition of incompatible. If ]1,0[2: m  meets the following 

conditions: 
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And 0)( m , where represents the empty set, )(Am is called the BPA function. If

A , )(Am represents the exact belief degree of the proposition A ; if A , )(Am
represents does not know how to allocate m ; if A  and 0)( Am , A is called the focal 

element of m . 
DS theory of evidence gives a useful combination rule to combine evidences provided 

by many evidence sources. Assuming that 1m and 2m are the BPA corresponding to the two 

evidences in the same framework, the focal elements are nAAA ,,, 21  and nBBB ,,, 21  , 

respectively. Then the function ]1,0[2: m defined by the following formula is the BPA after 

the union of two evidences. 
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2.2. Defects Analysis 
It can be known from formula (2) that the closer K  approach to 1, the greater the 

conflict among the evidences. When 1K , the evidences are completely conflicted and cannot 

be combined. For example, the framework  CBA ,, , the two evidences are 1m and 2m  

respectively, 99.0)(1 Am , 01.0)(1 Bm , 01.0)(2 Bm , 99.0)(2 Cm . From an intuitive 

point of view, the degree of belief for focal element B is very low, so the result must not be the
B , but the combined result of DS theory of evidence is 9999.0K , 0)()(  CmAm , 

1)( Bm , which is completely contrary to the result of human logic reasoning. Therefore, the 

DS theory of evidence cannot deal with the evidences with high conflict. 
 
 

3. Improved Method 
Assuming that the framework is , the two evidences are E and F , and their BPA are

im and jm , respectively, A and B are focal elements, the consistent strength between E and

F is defined by: 
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Where, ]1,0(),( FEcsij . 

The cs  describe degree of consistency between evidences. Firstly, the correlation 
between evidences is considered when calculates cs ; secondly, the case of ji  , i.e., the cs  

between one evidence and itself is analyzed in detail and it is the largest contribution of this 

formula. Generally, we may intuitively think that 1),( FEcsij when ji  , but this way of 

thinking is not comprehensive enough. In this method, when ji  , we think that is similar to 

calculating the cs  between evidence E  and anther evidence F , only the BPA of E and F are 
equivalent. In this case, cs  is a range of values rather than a constant, and its range is 

10  cs . Therefore, cs  is more objective when describing the correlation between all 
evidences. So it will obtain more satisfactory results. 

The implementation steps of the method based on cs  adopted in this paper are as 
follows: 

Step 1: calculate the consistent strength ijcs between the evidences in accordance with 

the formula (3); 

Step 2: all the consistent strengths ijcs are expressed as a matrix form, that is, 
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Step 3: the support of im is the sum of each row in the consistent strength matrix: 

 





n

j
iji csm

1

)(Sup ， ni ,,2,1                                                                    (5) 



TELKOMNIKA  e-ISSN: 2087-278X  
 

A New Evidence Combination Method based on Consistent Strength (Changming Qiao) 

6975

Step 4: obtain the credibility of the evidence from the normalized support: 
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Step 5: calculate the weighted average of evidence’s BPA according to the credibility; 
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Step 6: combine the evidences after weighted average with the DS combination rule. 

When the number of evidences is n , the times of combination are 1n . 
 
 

4. Complexity Analysis 
There are total 7 methods to be analyzed in this paper. The methods of Yager and Sun 

Quan belong to the way of modifying the combination rule, and the methods of Murphy, Deng 
Yong, Zhang Jun and the method proposed in this paper belong to the way of modifying the 
modeling of evidences at the source. So we mainly compare the complexity of the latter. Firstly, 
the method of Murphy only calculates the mean among various evidences, so the complexity is 
the lowest. But it cannot give the correct combination results when the number of evidences is 
few. Secondly, the method of Deng Yong considers the correlation between various evidences, 
so it needs to calculate the distances among various evidences. The distance got form this 

method is Jousselme distance [18]. The inner product of im , the inner product of jm and the 

inner product between im and jm are needed to be calculated when calculating the Jousselme 

distance ijd , so the complexity is the highest. The method of Zhang Jun also needs to calculate 

the distance, but this kind of distance is the Euclidean distance. This method first calculates the 
mean of various evidences, and then calculates the Euclidean distance between each 
evidences and the mean. Although the complexity of this method is lower than Deng Yong, the 
computational cost is still relatively high. Finally, the method given in this paper also takes the 
correlation between various evidences into account when calculating the cs . Moreover, this 
method does not need to calculate any kinds of distance, and the formula (3) clearly shows that 
it only needs to perform a simple calculation. 

 
 

5. Numerical Example 
The numerical example includes 5 evidences and 3 identify targets, as shown in Table 

1. )(Am , )(Bm  and )(Cm represent the BPA of the target A , B andC . It can be seen from 

Table 1, for the target A , all evidences’ BPA are high except evidence 2m , which is the typical 

problem of highly conflicted evidence. The combined result should be A according to the normal 
human thinking, but the result of the classical DS combination rule is that the belief of A is 0, 
which is in contradiction with the normal judgment.  
 
 

Table 1. BPA of Three Targets for Four Evidences 
 m1 m2 m3 m4 m5 
m(A) 0.5 0.0 0.55 0.55 0.55 
m(B) 0.2 0.9 0.10 0.10 0.10 
m(C) 0.3 0.1 0.35 0.35 0.35 

 
 
Using the method of DS, Yager [11], Sun Quan [13], Murphy [15], Deng Yong [16], 

Zhang Jun [17] and the method proposed in this paper to combine the data in Table 1. The way 
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to evaluate which combination method is better is mainly to see which method can make the 
belief of A higher as soon as possible. The results are shown in Table 2.  

It can be seen from Table 2 that the method proposed in this paper significantly 
improves the belief of the focal element A , compared with other methods. Specifically, the DS 
method cannot get correct combination results. Yager combination rule gives the conflict to

)(Xm , so the belief of X is high, but others are very low. It will not cause an error of justice, 

but it also cannot help us to make the right judgment. The method of Sun Quan is a little better 
than that of Yager. The belief of A is not equal to 0, but the belief of X is still high. Moreover, 
with the increasing of the number of the evidences, the belief of A increases very slowly, so the 
combined results are not so good. When the number of evidences is 3, the method of Murphy 
cannot also provide the correct combination results, and the methods of Deng Yong and Zhang 
Jun give relatively correct combination results, but the belief of focal element A is not high. 
When four evidences are given, the methods of Murphy, Deng Yong and Zhang Jun give the 
correct combination results, but the beliefs of the focal element A are only 0.6027, 0.8060 and 
0.8201. Observing the new method proposed in this paper, with the increasing of the number of 
evidences, we can find that combination result gradually increased from 0.3296 to 0.7161, 
0.9662 and 0.9991; when all the 5 evidences are given, the belief of focal element B is 0. Thus, 
the method proposed in this paper is much better than the other six methods when dealing with 
the problem of evidences conflicted. The combination accuracy is greatly improved, especially 
when the number of evidences is more. 

 
 

Table 2. Results of Different Combination Methods 
 m1，m2 m1，m2，m3 m1，m2，m3，m4 m1，m2，m3，m4, m5 

DS 
m(A)=0 m(A)=0 m(A)=0 m(A)=0 
m(B)=0.8571 m(B)=0.6316 m(B)=0.3288 m(B)=0.1288 
m(C)=0.1429 m(C)=0.3684 m(C)=0.6712 m(C)=0.8772 

Yager 

m(A)=0 m(A)=0 m(A)=0 m(A)=0 
m(B)=0.18 m(B)=0.0180 m(B)=0.0018 m(B)=0.00018 
m(C)=0.03 m(C)=0.0105 m(C)=0.00368 m(C)=0.00129 
m(X)=0.79 m(X)=0.9715 m(X)=0.99452 m(X)=0.99853 

Sun Quan 

m(A)=0.090 m(A)=0.160 m(A)=0.194 m(A)=0.211 
m(B)=0.377 m(B)=0.201 m(B)=0.160 m(B)=0.138 
m(C)=0.102 m(C)=0.125 m(C)=0.137 m(C)=0.144 
m(X)=0.431 m(X)=0.486 m(X)=0.509 m(X)=0.507 

Murphy 
m(A)=0.1543 m(A)=0.3500 m(A)=0.6027 m(A)=0.7958 
m(B)=0.7469 m(B)=0.5224 m(B)=0.2627 m(B)=0.0932 
m(C)=0.0988 m(C)=0.1276 m(C)=0.1346 m(C)=0.1110 

Deng Yong 
m(A)=0.1543 m(A)=0.5816 m(A)=0.8060 m(A)=0.8909 
m(B)=0.7469 m(B)=0.2439 m(B)=0.0482 m(B)=0.0086 
m(C)=0.0988 m(C)=0.1745 m(C)=0.1482 m(C)=0.1005 

Zhang Jun 
m(A)=0.1543 m(A)=0.5767 m(A)=0.8201 m(A)=0.8984 
m(B)=0.7469 m(B)=0.2522 m(B)=0.0380 m(B)=0.0049 
m(C)=0.0988 m(C)=0.1711 m(C)=0.1419 m(C)=0.0967 

This paper 
m(A)= 0.3296 m(A)=0.7161 m(A)=0.9662 m(A)=0.9991 
m(B)= 0.5116 m(B)=0.1477 m(B)=0.0026 m(B)=0.0000 
m(C)= 0.1588 m(C)=0.1362 m(C)=0.0308 m(C)=0.0009 

 
 

6. Conclusion 
The classical DS theory of evidence cannot deal with the problem of highly conflicted 

evidences, especially when the degree of conflict is too high. The combined result is often 
contrary to the human reasoning. This paper proposes an improved combination method by 
modifying the source model of evidence. Based on the Murphy method, a new method of 
calculating weighted average with the consistent strength of the evidence is proposed. It has the 
advantage of simple calculation and high accuracy. The example shows that the combined 
results of the conflicting evidences are improved greatly compared with some existing methods. 
Moreover, the computation of the distances among various evidences is avoided, so it is more 
suitable for practical applications. 
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