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Abstract 
Visual attention is a mechanism which filters out redundant visual information and focus on the 

most relevant parts when observing an image, many bottom-up computational models of visual attention 
have been devised to get the saliency map for an image. In this paper, a new visual attention model is 
proposed. Based on the experimental results obtained in this study, as compared with existing bottom-up 
visual model, the proposed model has better visual detection performance and low computational 
complexity. 
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1. Introduction 
Visual attention is a mechanism which can effectively eliminate the interference of 

redundant visual information and focus on the interested region of an image when observing an 
image, which significantly reduce the complexity of the information processing and improve the 
processing speed. In order to simulate which elements of a visual scene are likely to attract the 
attention of human observers, many domestic and foreign researchers put forward many visual 
attention models were proposed. There are two different approaches in visual attention 
mechanism: bottom-up and top-down process [1, 7, 11, 16]. The bottom-up process, which is 
data-driven and task-independent, can be considered as a function of primitive selective 
attention in HSV since human selectively attends such a salient area according to various lower 
visual features in input scene. The top-down process, on the other hand, is a directed task-
driven process of focusing attention on one or more objects which are relevant to the observer's 
goal, which is related to the recognition processing influenced by the prior knowledge such as 
the feature distribution of the target, the context of the visual scene, and so on [12, 13, 15]. In 
most cases, the top-down process is thought to be based on the context provided by bottom-up 
process. 

This study focused on the bottom-up approach. During the past several decades, many 
computational models of visual attention have been proposed [2-6], [8, 10], [14-15]. In the 
1980s, Treisman developed the well-known Feature-Integration Theory (FIT) [16]. Itti et al. 
devised a visual attention model based on the behavior and the neuronal architecture of the 
primates’ early visual system [10]. Harel et al. proposed a graph-based visual saliency (GBVS) 
model by using a better dissimilarity measure for saliency based on Itti’s model [6]. Hou et al. 
devised a saliency detection model based on a concept defined as spectral residual (SR) [8]. 
Guo et al. found that Hou’s model was caused by phase spectrum and they designed a phase-
based saliency detection model [5], which model achieves the final saliency map by inverse 
Fourier transform (IFT) on a constant amplitude spectrum and the original phase spectrum of 
the image. Bruce et al. described visual attention based on the principle of maximizing 
information [2]. Liu et al. used the technology of machine learning to achieve the saliency map 
for images [14]. Gao et al. calculated the center-surround discriminant for saliency detection [3]. 
The saliency value for a location is obtained by the power of a Gabor-like feature set to 
discriminate the center-surround visual appearance [3]. Gopalakrishnan et al. built a saliency 
detection model based on the color and orientation distributions in images [4]. Recently, a 
saliency detection model by Valenti et al. is advanced through calculating the center-surround 
differences of edges, color, and shape for images [15]. The rest of this paper is organized as 
follows. In Section II, we elucidate the three steps model encompassing extraction of early 
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visual features, Construction of the conspicuity maps and establishment of saliency map. In 
Section III, shows the experiment results by comparing the proposed model with other existing 
methods. The final section concludes the paper by summarizing our findings. 

 
 

2. The Proposed Visual Attention Model 
Itti's model is believed as a classic by many scholars. According to HVS attention 

mechanism, Itti’s model combined the visual feature extraction, center-surround difference and 
normalization, linear combination to measure region saliency. Itti's model is strongly influenced 
by the feature, the feature maps are obtained through calculating the multi-scale center-
surround differences for color, orientation,and intensity channels [10]. The final saliency map is 
achieved by the mean value of these feature maps, as shown in Figure1. 

However, the saliency maps obtained by Itti’s models are not accurate enough. Figure 2 
shows the result of Itti's model [20]. The result shows that the saliency maps contain some error 
points which are out of saliency object. 

 
 

 
 

Figure 1. Itti’s Model 
 
 

 
 

Figure 2. Saliency Map Outcomes (ltti's Model) 
 

To solve this problem, an improved model based on Itti's model is proposed to obtain 
the saliency map. The proposed saliency map extraction overall work flow is depicted in  
Figure 3. 

 

Gaussian pyramid transform

Visual feature extraction

Center-surround difference

Linear combination

Input image

Saliency map



                       e-ISSN: 2087-278X 

TELKOMNIKA Vol. 11, No. 11, November 2013:  6956 – 6963 

6958

 

  
Figure 3. An Improved Model based on Itti's Model 

 
 

The steps are described as follows: 
Step 1: Color space conversion 
The RGB model, depending on the equipment, is mainly used to color display, which is 

difficult for image processing and analysis. This study selects the CIELab model. The CIELab 
model isn’t relevant to the equipment, so it is more accord with HVS. The CIELab model is 
conversed from RGB model as the Equation (1): 

 
L = 0.2126 * R + 0.7152 * G + 0.0722 * B 
a = 1.4749 * (0.2213 * R - 0.3390 * G + 0.1177 * B) + 128 
b = 0.6245 * (0.1949 * R + 0.6057 * G - 0.8006 * B) + 128                                        (1) 
 

Step 2: Visual Feature Extraction  
R, G and B are red, green and blue channels of the input image respectively, then: 
The intensity feature I is equal to L. Two color channels are created: a is for red/green 

and b is for blue/yellow. It has been proved that these two color pairs can cover the entire visible 
light [9].Orientation features are obtained from I by a set of Gabor filters as Equation (2): 

 

G(λ,θ,φ,σ,γ,x,y)=exp(
୶ᇱమାஓమ∗୷ᇱమ

ଶ஢మ
)exp(i(2π

୶ᇱ

஛
+φ))                                 (2) 

 
Where, x’=  x*cos y*sin+ߠ y’= - x*sinߠ y*cos+ߠ  ߠ

The parameters in this study are as follows: aspect ratioγ=1, standard deviationσ=π, 
phaseφ=0, 8 orientations θ∈{0,Error!,Error!,Error!,Error!,Error!,Error!,Error!},which is the 
preferred orientation.  

There are 40 Gabor filters with 5 scales & 8 directions, each line is for the same scale, 
each column is for the same direction in this study. 
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Figure 4. Images of 40 Gabor Filters (5 scales & 8 orientations) 
 
 

Step 3: multi-scale pyramid  
Gaussian multi-scale pyramid isn’t accorded with multi-channel decomposition 

properties of HVS. As wavelet transform utilizes the different sensitivity of HVS in the response 
frequency band and spatial orientation selection, it decomposes the original image into 
independent frequency bands and different spatial orientation. And wavelet transform is more in 
accordance with HVS. Therefore, we replaced the Gaussian pyramid in Itti’s model with 
wavelet-based multi-scale transform. The scale factor of wavelet decomposition is smaller, 
which shows that the signal frequency is higher and the details of the image are given. The 
scale is bigger, the signal frequency higher and the rough of the image. 

Step 4: Center-Surround Difference  
Attention is firstly attracted by the most significant part in an image according to HVS 

attention mechanism. In this approach, Itti’s visual attention model use difference of Gaussian 
(DOG) with Equation (3) to calculate the most salient point for the purpose of the measurement 
of the interest of a region. 

 

DOG(x,y)=
ଵ

ଶ஠஢ౙ
 exp(-

୶మା୷మ

ଶ஢ౙ
మ )-

ଵ

ଶ஠஢౩
 exp(-

୶మା୷మ

ଶ஢౩
మ )     (3) 

 
The DOG is simply the difference between two Gaussian distributions with different σ 

values, where the center c of the model corresponds with the excitatory center Gaussian, and 
the surround s to the inhibitive surround Gaussian. 

Step 5: combination strategies 
Now the problem we confronted is how to combine these feature maps into 4 

conspicuity maps (L, a, b, O) which show the saliency of each feature and combine 4 
conspicuity maps into a saliency map. Combination strategy is very critical. Itti proposed linear 
combination strategy, which obtain the saliency by calculating the average of 3 conspicuity 
maps simply. 

A: combination between the same features 
According to the similarity between the feature maps of the same visual feature as 

shown in Figure 5.  
 

 
(a) scale=1 (b) scale=2 (c) scale=3 (d) scale=4 (e) scale=5 (f) scale=6 

Figure 5. The Similarity between the Multi–scale Graphs of the Same Visual Feature 



                       e-ISSN: 2087-278X 

TELKOMNIKA Vol. 11, No. 11, November 2013:  6956 – 6963 

6960

The feature weights Wi are calculated by the following method: 
(1) Normalize all feature maps to the range [0 1], in order to eliminate across-scale 

amplitude differences. 
(2) Convert each map into the corresponding frequency spectrogram. 
(3) For each pixel P，calculate its visual spatial frequency f  by Equation (4): 

 

f ൌ ටf୶
ଶ  ൅ f୷

ଶ              (4) 

 

Here, ௫݂ ൌ
௨ᇲ

ఈ
 ௬݂ ൌ

௩ᇲ

ఈ
ᇱݑ ൌ ቚݑ െ

௠

ଶ
ቚ ݒᇱ ൌ ቚݒ െ

௡

ଶ
ቚ 

Where, ௫݂ is horizontal spatial frequency, ௬݂ is vertical spatial frequency, ߙ is angle of 
view, whichdepends on the experiment, m & n is the size of the image, (u v) is the value of the 
point Q in the spectrum graph corresponding to the point P in the map. 

(4) For each pixel P，calculate its the contrast sensitivity function A(f) as Equation (5), 
proposed by Manos and Sakrison, as show Figure 6: 
  

A(f) =2.6*(0.0192+0.114*f)*eିሺ଴.ଵଵସ∗୤ሻ
భ.భ

       (5) 
 
 

 
 

Figure 6. Contrast Sensitivity Function 
 
 

(5) The weight Wi of each feature map is the averagevalue of all A(f) as Equation (6): 
 

W୩ ൌ
ଵ

୫∗୬
∑ ∑ Aሺfሻሺ୧,୨ሻ

୫
୧ୀଵ

୬
୨ୀଵ        (6) 

 
Where m and n are the size of a map. 

(6) The conspicuity map C is given as Equation (7), which combines all feature maps F 
of a same visual feature. 
 

C ൌ
∑ ୛౟∗୒ሺ୊౟ሻ
ౣ∗౤
౟సభ

∑ ୛౟
ౣ∗౤
౟సభ

         (7) 

 
Where m & n are respectively the centre & surrounding factor N(.) is a normalization 

operator. 
 

 
(a)L      (b)RG       (c)BY     (d)O 

Figure 7. The Dissimilarity between the Conspicuity Graphs of the Different Visual Feature 
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B: combination between the different features 
According to the dissimilarity between the conspicuity maps of the diffrent feature, as 

shown in Figure 7. 
(1) Normalize each conspicuity map to the range [0 1], in order to eliminate amplitude 

differences due to dissimilar feature extraction mechanisms; 
(2) For each conspicuity map, find its global maximum M and the averagem of all the 

local maxima except for M; 
(3) Globally multiple the conspicuity map as Equation (8): 
 
w୧= (Mi- mi)2  i∈ ሼL, a, b, Oሽ      (8) 
 
The total saliency S is given as Equation (9), which is a combination of intensity 

conspicuity map L, two color conspicuity maps a and b, an orientation conspicuity map O. 
 

S ൌ
∑ ன౟∗େ౟౟∈ሼై,౗,ౘ,ోሽ

∑ ன౟౟∈ሼై,౗,ౘ,ోሽ
        (9) 

 
 

3. Experimental Results 
The test images, 120 natural color images with various contents, are selected from the 

Corel Photo Library. The size of the images is 256*256. The simulation is performed by 
Matlab2010 on Intel(R) 2.4GHz-Microsoft Windows XP platform. 

From the experimental results, as the illustrated example ("balloon", "rabbit", "house" 
and "dome") shown in Figure 8, it is seen that our proposed model produces the better visual 
effect than Nitti’s model.  

 
 

 
(a) original images, (b)saliency map by the proposed method, (c)saliency maps obtained by Itti's 

model 
 

Figure 8. Performance Comparison: 
 

 
In order to verify the credibility of the algorithm, we track and record the real eye 

movements by eye movement tracking experiments. Experimental settings are shown in Figure 
9. We use iView X infrared eye movement tracking system (analysis software: iView v1.7.39) 
fromSensoMotoric Instruments company (Germany), the display is Dell 19 inch monitor (M993). 
There are 18 participants, participants are normal vision, no color blindness or color weakness. 
The testers need to ensure that the head fixed during the test, the eyes and picture center is 
located at the same horizontal line, the observation distance is 4 times the monitor height, about 
1.2 meters. 100 natural color images with various contents have been selected. The image is 
displayed on the center of the screen, the rest part of the screen is filled with blank background, 
and they are seen in random order by the testers for 10 seconds each in a viewing period. 
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Figure 9. iView X Infrared Eye Movement Tracking System in the Experiment 
 
 

Figure 10 shows the eye tracking results from 4 illustrated mages ("balloon", "rabbit", 
"house" and "dome”), the concern degree of highlight areas is higher. Through comparing the 
eye tracking results with the concern degree by our method, as shown in Figure 10, the saliency 
by our method indeed is very lose to ROIs in the image. 

 
 

 
(a) original images, (b) the concern degree by our method, (c) theeye tracking results of the 

experiments 
 

Figure 10. Performance Comparison 
 

 
4. Conclusion 

In this study, a new visual attention model is proposed. Based on the experimental 
results, as compared with Itti’s model, the proposed model has better performance and low 
computational complexity. Because the proposed model has low computational complexity, the 
proposed model can be employed to process multimedia in real time. 
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