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 Given the interest and complexity, of the hybrid flow shops (HFS) problem in 

industry, he has been extensively considered, the HFS, is a complex 

combinatorial problem supported in many original world applications. We 

consider a hybrid flow shop FH4(P3, P2)||Cmax to applied in this paper. In this 

papers we attempt to optimize the makespan which refers to the last task 

completion time by an adequate meta-heuristic algorithm based on 

electromagnetism mechanism (EM). We also present analysis on the 

performance of the EM-algorithm adapted to HFS scheduling problems. The 

electromagnetism-like mechanism method gave us efficient and fair results 

comparing to particle swarm and genetic algorithm. 
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1. INTRODUCTION  

Lee and Vairaktarakis [1] define a hybrid flow shops (HFS) model as a multi-stage flowshop with 

parallel machines at each stage. He is a general case of the simple FS problem, as shown by Gourgand et al. [2]. 

We study the scheduling of a batch of identical jobs in an homogeneous parallel machines at each stage, to minimize 

makespan Cmax, ie. (completion time of the last job in the batch). Resolution of HFS problem through the use of 

metaheuristic techniques represents a common practice in literature, according to [3]–[10]. Recently, a complete 

review on research carried out in the field of HFS problem has been presented by Mirabi [11], and Ruiz and Vázquez-

Rodríguez [12]. 

In this article, we use the electromagnetism mechanism (EM) algorithm to arrangement with the HFS 

problem presented by Figure 1. In section 2, we propose the problem statement and the proposed EM algorithm. 

The empirical results and their interpretation are described in section 3. Finally, section 4 summarizes our 

article and indicates future research. 

 

 

2. PROBLEM STATEMENTS AND ELECTROMAGNETISM-LIKE ALGORITHM 

2.1.  HFS problem 

Xu and Wang [13] assume that the HFS problem as folowing: for all machines the release time is 

negligible; one job is treated on only one machine at a time; and one machine can process only one transaction. 

The buffers between stages are unlimited in FHS problem and all n jobs are convenient to be refined at the 

initial time and are independent. For all of the n jobs, in each machine the treatement times are known and 
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determined in first time and once an transaction is commenced, it cannot be stoped; the transport time is 

negligible between the different machines. 

The formulated of HFS problem is:  

 

min 𝐶𝑚𝑎𝑥 (1) 

 

s.t. 

 

𝐶𝑚𝑎𝑥 = max(𝐶𝑖𝑘) ,             𝑘 = 1, … , 𝑠;     𝑖 = 1, … , 𝑛 (2) 

 

𝐶𝑖𝑘 = S𝑖𝑘 + 𝑃𝑖𝑘 (3) 

 

∑ 𝑋𝑗𝑖𝑘
𝑚(𝑘)
𝑖=1 = 1, (4) 

 

𝑆𝑖𝑘 ≥ C𝑖,𝑘−1                       𝑘 = 2, … , 𝑠 (5) 

 

𝑆𝑖𝑘 ≥ C𝑗𝑘 − 𝑀 𝑌𝑖𝑗𝑘  ,              ∀(𝑖, 𝑗) (6) 

 

𝑆𝑗𝑘 ≥ C𝑖𝑘 − (1 − 𝑀)𝑌𝑖𝑗𝑘   ,     ∀(𝑖, 𝑗) (7) 

 

𝑆𝑖1 ≥ R𝑖        ∀ 𝑖 = 1, … , 𝑛) (8) 

 

where Cik represent the completion time of job i; m(k) is the number of the machines at stage k, s is the total 

number of stages, n is the total number of jobs, Xijk = 1 if at stage k, job j is defined to machine i; in another way, 

Xijk=0, Yijk=1 if at stage k, job i predate job j; in another way, Yijk=0, Sik represent the starting time of job i at 

stage k, Ri represent the release time of job i, Pik represent the process time of job i at stage k, M is a tall constant. 

The formulations that are mentioned before described as: (1) designate the objective function to 

minimize 𝐶𝑚𝑎𝑥, (2) denotes the maximum realization time of all jobs; (3) represent the computation of Cik; (4) 

garantee that at every stage, one job is treated explicitly on one machine; (5) and (6) confirm that only one job 

can process on one machine at one time; (7) indicate that one job cannot be treated until its prior job is 

accomplished ; (8) determine the starting time of a job. In Figure 1, we illustrate the HFS problem, for 

scheduling problems and its development in [14], [15], and adopting the recognised three-field notation α|β|γ, 

the problem considered here can be viewed as FH4(P3,P2)||Cmax. i.e 2 stages with three machines in the first stage 

and two machines in the second stages, and a stock at the access of the first stage and between the stages.  

Gourgand et al. [5] defineted that the total number of feasible solutions is 𝑛! (∏ 𝑚𝑖
𝑚
𝑖=1 )𝑛. The flexible flowshop 

problem (FFS) with only two stages with a single machine is non-deterministic polynomial-time hardness (NP-

hard) [16], so the FHS is also NP-hard since it is a general case of the FFS. 

 

 

 
 

Figure 1. Example of HFS problem (FH4 (P3, P2)||Cmax) 

 

 

2.2.  Electromagnetism-like algorithm 

Birbil et al. [17], [18] present an adequate meta-heuristic algorithm based on EM for unconstrained 

global optimization of non-linear functions. The charge is related with each solution to the objective function 

value in a multi-dimensional space. A set of solutions points (population), is create, in whatever solution point 

will apply repulsion or attraction on more points, the weigthiness of which is inversely proportional to the 

square of the distance and proportional to the product of the charges between the solutions points  

(Coulomb's Law). 
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The foundation of the EM-algorithm is that the repulsive solutions will forbid a move in their direction 

by repelling more points in the population and that attractive point’s will facilate moves in their direction. It is 

a set up of LS in solution space. The fundamental dissimilarity with exist methods is that the moves are 

controlled by forces that conformed the method of electromagnetism [4]. 

Recently, EM has been applied to deal with combinatorial optimization problems, let us quote the 

following cases: Debels et al. [4] for an hybrid scatter search/electromagnetism for project scheduling problem, 

and has also been used by Chang et al. [19] to single machine scheduling problem, and by Maenhout and 

Vanhoucke [20] for the nurse scheduling problem. EM method is converged rapidly with the generated sound 

solutions [21]–[23]. Other approaches have been based on EM-algorithm, such as [22], [24]–[31]. The 

processus of EM-Algorithm on the optimization have the following form: 

 

 min 𝑓(𝑥), 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑥 ∈ 𝑆  

 

where 𝑓(𝑥) is a nonlinear function, 

 

𝑆 = {𝑥 ∈ 𝑅𝑛| − ∞ < 𝑙𝑚 ≤ 𝑥𝑚 ≤ 𝑢𝑚 < ∞, 𝑚 = 1, … , 𝑛}  

 

is a bordred appropriate zones of problem. 𝑛  denote the size of the situation, um , lm are successively the upper 

and lower bounds of the mth size. 

EM is a simulation based on Coulomb's law that describes the repulsion-attraction tool of 

electromagnetism approach. In Algorithm 1 EM, the solution is represented by a charged particle such that the 

best solution aspect of the particle represents the highest charge. 

The fixed charge of solution i is calculated by:  

 

q𝑖 = exp (−n
f(x𝑖)−f(x𝑏𝑒𝑠𝑡)

∑ (f(x𝑘)−f(x𝑏𝑒𝑠𝑡))m
k=1

) (9) 

 

where, m is the population size, f(xbest), f(xk) and f(xi) represent respectively, the first-rate solution and the fair 

values of points k and i.  

The amplitude of the effect of repulsion and attraction in the set of solutions is represented by the 

quality of the solution of each particle. The unacceptable solution dismay more particles to change against 

other region, while the more excellent solution reassure them to meet to interesting valleys. The total force 𝐹𝑖 

given by (11) represents the resultant of the force of the solution i compared to the solution j; 𝐹𝑖 make use of 

each solution, indicates the order of the displacement of the particles towards other diversified solutions.  

 

𝐹𝑗
𝑖 = {

(𝑥𝑗−𝑥𝑖)
𝑞𝑖𝑞𝑗

||𝑥𝑗−𝑥𝑖||2
    𝑖𝑓  𝑓(𝑥𝑗)<𝑓(𝑥𝑖)        𝐴𝑡𝑡𝑟𝑎𝑐𝑡𝑖𝑣𝑒

(𝑥𝑖−𝑥𝑗)
𝑞𝑖𝑞𝑗

||𝑥𝑗−𝑥𝑖||2
     𝑒𝑙𝑠𝑒  𝑓(𝑥𝑗)≥𝑓(𝑥𝑖)     𝑅𝑒𝑝𝑢𝑙𝑠𝑖𝑜𝑛

, ∀𝑖} (10) 

 

𝐹𝑖 = ∑ 𝐹𝑗
𝑖𝑝

𝑗=1,𝑗≠𝑖  (11) 

 

𝐹𝑖 decide the direction of evolution for the equivalent point at the successive iterations. 

 

Algorithm 1. EM (M_IT, LS_IT, i, α) 
M_IT: max iterations 

LS_IT: max iterations of L.S.  

α ∈[0, 1]:L.S. parameter,  
          Initialize  

            While (has not met stop criterion) do 

              L.S. (Local Search) 

              C.T.F. F() (Calculate Total force)  

              Move the point by F() 

              Evaluate the New points 

End while 

 

As shown in the fundamental EM algorithm 1, it consists of five steps described as follows: 
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a) Initialization: initialization procedure is applied to choose randomly k points, pretented to be evenly 

scattered between the corresponding upper bound 𝒖𝒎 and lower bound 𝒍𝒎 from the feasible domain of 

the conjoint variables can be determined as follows: 

 

𝑥𝑚
𝑖 = 𝑙𝑚 + 𝛼 . (𝑢𝑚 − 𝑙𝑚) , for m = 1, . . . , n ,where α ϵ U(0, 1). 

 

The initialization ends with the choice of the best point 𝑥𝑏𝑒𝑠𝑡 which has the best function value in the 

midlle of the k identified points, where 𝑥𝑏𝑒𝑠𝑡 = arg 𝑚𝑖𝑛𝑖 𝑓(𝑥𝑖). 

b) Local search (L.S.): L.S. procedure is applied only to the best point 𝑥𝑏𝑒𝑠𝑡 in order to research the region 

of this solution in the population. It’s a random line search algorithm [24]. Firstly, to ensure that the L.S. 

only achieve suitable points, the procedure L.S. calculates the highest suitable step length  

α(maxm(um–lm)), secondly it uses a provisional solution y to assign it the best solution 𝑥𝑏𝑒𝑠𝑡 this for each 

coordinate m. Then point y is moved forward that direction and a arbitrary number is preffered as the step 

length. If an improvement is observed, with in the LS_IT iterations, the perfect solution is updated by y 

and the search forward this dimention m ends. Finally, some points are updated. The reader is referred to 

[13], [14], [25] for details.  

c) Calculation of charge: for each iteration, the charge of each point changes as it is coincident to their 

objective function values, thus points that have better objective values have higher charges. The charge 

qi of each point i is evaluated by (9), it determines the power of attraction or repulsion of point i. 

d) Calculation of total force vector C.T.F.: the T.F.Fi expend on point i is evaluated by the (11). In (10) 

shows that the solution which has a superior objective function rate acts as an absolute attracting point 

and invite all more solutions in the population to a improved region. On the contrary, the point with the 

worst rate of the objective function repels the others. 

e) Move correspondent to the T.F.: using a arbitrary step of length α consistently distributed bounded by 0 

and 1, and a vector RNG whose components designate the allowable appropriate move towards the upper 

destined or the lower destined of the joint variables, in (12) evaluates the new coordinate xi of the 

displacement of point i in the order of the T.F. Fi 

 

𝑥𝑖 = 𝑥𝑖 + 𝛼
𝐹𝑖

‖𝐹𝑖‖
(𝑅𝑁𝐺)    𝑖 = 1,2, … , 𝑘 (12) 

 

The calculation of one iteration of the EM algorithm is completed when the execution of the above five 

procedures is finished, thus the positions of the points are updated. 

 

 

3. SIMULATION RESULTS AND ANALYSIS 

The EM was tested on HFS containing 2 stages, with 3 machines and a stock on the entry of the first 

stage and 2 machines in the second stage, and stock among the first stage and the second stage. The number of 

jobs varies between five and twenty. Figure 1 represents the simplified model of the FSH using Vignier's 

notation [15], ie FH4(P3,P2)||Cmax. Simulations under MATLAB of the EM algorithm was performed on the 

Intel® core™ 2 Duo 3.06 GHz computer. Table 1 presents a comparison between our final results - presented 

in bold - in terms of average Cmax and the results recently published in the literature [3]. The Averge CPUs for 

EM in (FH4, Cmax) of N jobs as presented in Table 2.  
 

 

Table 1. Average Cmax for (FH4, Cmax) 
N jobs Iterations 

100 500 1000 

GA PSO ME GA PSO ME GA PSO ME 

5  130 148 131 205 135 122 190 186 154 

10  214 271 206 118 273 140 125 249 121 

15  302 367 298 291 404 229 309 431 274 

20  421 556 391 397 521 337 383 529 359 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐶𝑚𝑎𝑥 

 

 

Table 2. Average CPUs for EM in (FH4, Cmax) 
N jobs Average CPUs(sec) 

5 0.56 

10 1.21 

15 4.15 

20 7.18 
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In general, we compare the results given by the application of (EM) to the FSH studied with other 

approaches in the literature; we note that these results are competitive. Figures 2 and 3 (value of cost average 

Cmax) shows the comparison between the EM, PSO and GA for 5, 10, 15, and 20 jobs at different number of 

iterations (100, 500, and 1,000). 

In Figure 2, the coordinate x represents the number of jobs as the coordinate y represents the average 

Cmax. In order to show that the EM is qualified to produce fairness results given the additional processing time, 

we increased the number of iterations up to 1,000 iterations. The average Cmax is speedily diminished at the 

starting point of the search where the N_Jobs=10 for a N_Iter=500 and N_Iter=1,000 Figure 2, hence the 

expectation of having more acceptable solutions in these experiments overdue to the competence of the EM to 

research various regions of the solution domain. The Figure 3 as well shows that by extending N_Iter=1,000, 

EM is qualified to find a good values compared to PSO and GA. According to the comparison between EM, 

GA and PSO to HFS scheduling problems, the proposed approach may be better than PSO and GA. 

 

 

\  

 

Figure 2. Comparison between the EM, PSO and GA for 5, 10, 15 and 20 jobs (100, 500 and 1,000 iterations) 

 

 

 
 

Figure 3. Comparison between the EM, PSO and GA for N=5 jobs 
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4. CONCLUSION AND PROSPETIVE ENDEAVOR 

The present paper reports the results of a population-based metaheuristic approch that was originally 

advanced to optimize unconstrained continuous functions located on an similarity with electromagnetism 

concept applied to problems of HFS scheduling. We compare the simulation results of the EM algorithm 

applied to FSH problems with the meta-heuristics of the literature; we notice that they are very competitive. 

Therefore, we believe that the hybridization between EM and Tabu search could give better results by replacing 

the local search used by Tabu search. In the procepective, we seek to develop the accomplishement of the EM 

algorithm to solve combinatorial problems using parallelism techniques. Moreover, the ME algorithm can be 

useful for multi-objective functions. 

 

 

REFERENCES 
[1] C. Y. Lee and G. L. Vairaktarakis, “Minimizing makespan in hybrid flowshops,” Operations Research Letters, vol. 16, no. 3, pp. 

149–158, Oct. 1994, doi: 10.1016/0167-6377(94)90026-4. 

[2] M. Gourgand, N. Grangeon, and S. Norre, “A review of the static stochastic flow-shop scheduling problem,” Journal of Decision 

Systems, vol. 9, no. 2, pp. 1–31, Jan. 2000, doi: 10.1080/12460125.2000.9736710. 
[3] K. Belkadi, M. Gourgand, M. Benyettou, and A. Aribi, “Sequential and parallel genetic algorithms for the hybrid flow shop 

scheduling problem,” Journal of Applied Sciences, vol. 6, no. 4, pp. 775–778, Feb. 2006, doi: 10.3923/jas.2006.775.778. 

[4] D. Debels, B. De Reyck, R. Leus, and M. Vanhoucke, “A hybrid scatter search/electromagnetism meta-heuristic for project 
scheduling,” European Journal of Operational Research, vol. 169, no. 2, pp. 638–653, Mar. 2006, doi: 10.1016/j.ejor.2004.08.020. 

[5] M. Gourgand, N. Grangean, and S. Norre, “Metaheuristics for deterministic hybrid flow shop problem,” Journal Européen des 

Systèmes Automatisés, vol. 34, no. 9, pp. 1107–1135, 2000. 
[6] H. Morita and N. Shio, “Hybrid branch and bound method with genetic algorithm for flexible flowshop scheduling problem,” JSME 

International Journal, Series C: Mechanical Systems, Machine Elements and Manufacturing, vol. 48, no. 1, pp. 46–52, 2005, doi: 

10.1299/jsmec.48.46. 
[7] N. Qun, Z. Taijin, and M. Shiwei, “A quantum-inspired immune algorithm for hybrid flow shop with makespan criterion,” Journal 

of Universal Computer Science, vol. 15, no. 4, pp. 765–785, 2009, doi: 10.3217/jucs-015-04-0765. 

[8] R. Ruiz and C. Maroto, “A genetic algorithm for hybrid flowshops with sequence dependent setup times and machine eligibility,” 
European Journal of Operational Research, vol. 169, no. 3, pp. 781–800, Mar. 2006, doi: 10.1016/j.ejor.2004.06.038. 

[9] E. Taillard, “Benchmarks for basic scheduling problems,” European Journal of Operational Research, vol. 64, no. 2, pp. 278–285, 

Jan. 1993, doi: 10.1016/0377-2217(93)90182-M. 
[10] L. Tang and Y. Zhang, “Heuristic combined artificial neural networks to schedule hybrid flow shop with sequence dependent setup 

times,” in Lecture Notes in Computer Science, vol. 3496, no. I, Springer Berlin Heidelberg, 2005, pp. 788–793. 

[11] M. Mirabi, “A novel hybrid genetic algorithm to solve the sequence-dependent permutation flow-shop scheduling problem,” International 
Journal of Advanced Manufacturing Technology, vol. 71, no. 1–4, pp. 429–437, Nov. 2014, doi: 10.1007/s00170-013-5489-5. 

[12] R. Ruiz and J. A. Vázquez-Rodríguez, “The hybrid flow shop scheduling problem,” European Journal of Operational Research, 

vol. 205, no. 1, pp. 1–18, Aug. 2010, doi: 10.1016/j.ejor.2009.09.024. 
[13] Y. Xu and L. Wang, “Differential evolution algorithm for hybrid flow-shop scheduling problems,” Journal of Systems Engineering 

and Electronics, vol. 22, no. 5, pp. 794–798, Oct. 2011, doi: 10.3969/j.issn.1004-4132.2011.05.011. 

[14] A. Vignier, P. Commandeur, and C. Proust, “New lower bound for the hybrid flowshop scheduling problem,” in IEEE Symposium 
on Emerging Technologies & Factory Automation, ETFA, 1997, pp. 446–451, doi: 10.1109/etfa.1997.616312. 

[15] A. Vignier, J. C. Billaut, and C. Proust, “Hybrid flow-shop scheduling problems: state of the art (in France: Les problèmes 

d’ordonnancement de type flow-shop hybride: État de l’art),” RAIRO - Operations Research, vol. 33, no. 2, pp. 117–183, Apr. 1999, 
doi: 10.1051/ro:1999108. 

[16] J. N. D. Gupta, “Two-stage, hybrid flowshop scheduling problem,” Journal of the Operational Research Society, vol. 39, no. 4, pp. 
359–3641, Apr. 1988, doi: 10.1057/jors.1988.63. 

[17] S. I. Birbil and O. Feyzioʇlu, “A global optimization method for solving fuzzy relation equations,” in Lecture Notes in Artificial 

Intelligence (Subseries of Lecture Notes in Computer Science), vol. 2715, Springer Berlin Heidelberg, 2003, pp. 718–724. 
[18] Ş. I. Birbil, S. C. Fang, and R. L. Sheu, “On the convergence of a population-based global optimization algorithm,” Journal of 

Global Optimization, vol. 30, no. 2–3, pp. 301–318, Nov. 2004, doi: 10.1007/s10898-004-8270-3. 

[19] P. C. Chang, S. H. Chen, and C. Y. Fan, “A hybrid electromagnetism-like algorithm for single machine scheduling problem,” Expert 

Systems with Applications, vol. 36, no. 2 PART 1, pp. 1259–1267, Mar. 2009, doi: 10.1016/j.eswa.2007.11.050. 

[20] B. Maenhout and M. Vanhoucke, “An electromagnetic meta-heuristic for the nurse scheduling problem,” Journal of Heuristics, vol. 

13, no. 4, pp. 359–385, Apr. 2007, doi: 10.1007/s10732-007-9013-7. 
[21] A. Jamili, M. A. Shafia, and R. Tavakkoli-Moghaddam, “A hybridization of simulated annealing and electromagnetism-like mechanism for 

a periodic job shop scheduling problem,” Expert Systems with Applications, vol. 38, pp. 5895–5901, 2011, doi: 10.1016/j.eswa.2010.11.034. 

[22] P. Wu, K. J. Yang, and H. C. Fang, “A revised EM-like algorithm+K-OPT method for solving the traveling salesman problem,” in First 
International Conference on Innovative Computing, Information and Control 2006, 2006, pp. 546–549, doi: 10.1109/ICICIC.2006.24. 

[23] A. Yurtkuran and E. Emel, “A new hybrid electromagnetism-like algorithm for capacitated vehicle routing problems,” Expert 

Systems with Applications, vol. 37, no. 4, pp. 3427–3433, Apr. 2010, doi: 10.1016/j.eswa.2009.10.005. 
[24] M. M. Ali and M. Golalikhani, “An electromagnetism-like method for nonlinearly constrained global optimization,” Computers 

and Mathematics with Applications, vol. 60, no. 8, pp. 2279–2285, Oct. 2010, doi: 10.1016/j.camwa.2010.08.018. 

[25] J. Y. Jhang and K. C. Lee, “Array pattern optimization using electromagnetism-like algorithm,” AEU - International Journal of 
Electronics and Communications, vol. 63, no. 6, pp. 491–496, Jun. 2009, doi: 10.1016/j.aeue.2008.04.001. 

[26] S. I. Birbil and S. C. Fang, “An electromagnetism like mechanism for global optimization,” Journal of Global Optimization, vol. 

25, pp. 263–282, 2003, doi: 10.1023/a:1022452626305. 
[27] B. Naderi, R. Tavakkoli-Moghaddam, and M. Khalili, “Electromagnetism-like mechanism and simulated annealing algorithms for 

flowshop scheduling problems minimizing the total weighted tardiness and makespan,” Knowledge-Based Systems, vol. 23, no. 2, 

pp. 77–85, Mar. 2010, doi: 10.1016/j.knosys.2009.06.002. 
[28] Nai-Chieh Wei, “An electromagnetism-like mechanism for solving cell formation problems,” Scientific Research and Essays, vol. 

7, no. 9, Mar. 2012, doi: 10.5897/sre11.967. 

 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 32, No. 3, December 2023: 1614-1620 

1620 

[29] C. T. Su and H. C. Lin, “Applying electromagnetism-like mechanism for feature selection,” Information Sciences, vol. 181, no. 5, 

pp. 972–986, Mar. 2011, doi: 10.1016/j.ins.2010.11.008. 
[30] P. Wu, K. J. Yang, and Y. Y. Hung, “The study of electromagnetism-like mechanism based fuzzy neural network for learning fuzzy 

if-then rules,” in Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes 

in Bioinformatics), vol. 3684 LNAI, Springer Berlin Heidelberg, 2005, pp. 382–388. 
[31] P. Wu, W. H. Yang, and N. C. Wei, “An electromagnetism algorithm of neural network analysis—an application to textile retail operation,” 

Journal of the Chinese Institute of Industrial Engineers, vol. 21, no. 1, pp. 59–67, Jan. 2004, doi: 10.1080/10170660409509387. 

 

 

BIOGRAPHIES OF AUTHORS  
 

 

Smail Khaled     is a class an assistant professor (MAA) and Ph.D. student in 

computer science at Faculty of Mathematics and Computer Science of the University 

Mohamed Boudiaf in Oran (USTOMB) Algeria. He holds a magister degree in Computer 

Science with a specialization in artificial intelligence and optimization. His research areas are 

optimization, numerical analysis, combinatorial analysis and artificial intelligence. He is a 

member of the geometry and analysis research laboratory. He has supervised and  

co-supervised more than 5 masters in Computer Science. His research interests include 

optimization, numerical analyses. He can be contacted at email: khaled.smail@univ-usto.dz. 

  

  

 

Djebbar Bachir     received doctoral degree in Mathematical Sciences from Paul 

Sabatier University in Toulouse, France in 1987, and Ph.D. state in mathematical 

approximation from the University of Science and Technology of Oran. He held several 

administrative positions at the Faculty of Mathematics and Computer Science at the 

Mohamed Boudiaf University of Technology in Oran (USTOMB), head of the Computer 

Science Department from 1999 to 2008, Vice Dean in charge of studies from 2008 to 2011 

and Dean of the Faculty of Mathematics and Computer Science, since 2017, he is currently a 

professor in the Department of Computer Science. He has supervised and co-supervised more 

than 25 masters and 15 doctorates in Computer Science and Mathematics. He is the author or 

co-author of more than 48 publications: more than 95 citations. His research interests include 

complex analysis, approximation and optimization, computer imaging, machine learning and 

intelligent systems. He can be contacted at email: bachir.djebbar@univ-usto.dz. 
 

https://orcid.org/0000-0001-5708-1612
https://orcid.org/0000-0002-7370-6923

