
Indonesian Journal of Electrical Engineering and Computer Science 

Vol. 28, No. 2, November 2022, pp. 753~761 

ISSN: 2502-4752, DOI: 10.11591/ijeecs.v28.i2.pp753-761      753  

 

Journal homepage: http://ijeecs.iaescore.com 

Speech-based gender recognition using linear prediction and 

mel-frequency cepstral coefficients 
 

 

Yusnita Mohd Ali1, Emilia Noorsal1, Nor Fadzilah Mokhtar1, Siti Zubaidah Md Saad1, 

Mohd Hanapiah Abdullah1, Lim Chee Chin2 
1Centre for Electrical Engineering Studies, Universiti Teknologi MARA, Cawangan Pulau Pinang, Permatang Pauh, Malaysia 

2Faculty of Electronic Engineering Technology, Universiti Malaysia Perlis, Kampus Pauh Putra, Malaysia 

 

 

Article Info  ABSTRACT 

Article history: 

Received Apr 8, 2022 

Revised Jul 20, 2022 

Accepted Aug 18, 2022 

 

 Gender discrimination and awareness are essentially practiced in social, 

education, workplace, and economic sectors across the globe. A person 

manifests this attribute naturally in gait, body gesture, facial, including 

speech. For that reason, automatic gender recognition (AGR) has become an 

interesting sub-topic in speech recognition systems that can be found in 

many speech technology applications. However, retrieving salient gender-

related information from a speech signal is a challenging problem since 

speech contains abundant information apart from gender. The paper intends 

to compare the performance of human vocal tract-based model i.e., linear 

prediction coefficients (LPC) and human auditory-based model i.e., Mel-

frequency cepstral coefficients (MFCC) which are popularly used in other 

speech recognition tasks by experimentation of optimal feature parameters 

and classifier’s parameters. The audio data used in this study was obtained 

from 93 speakers uttering selected words with different vowels. The two 

feature vectors were tested using two classification algorithms namely, 

discriminant analysis (DA) and artificial neural network (ANN). Although 

the experimental results were promising using both feature parameters, the 

best overall accuracy rate of 97.07% was recorded using MFCC-ANN 

techniques with almost equal performance for male and female classes. 
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1. INTRODUCTION 

Gender identification or recognition is pressing matter culturally and socially as categorizing gender 

has become humans’ second nature and remain a fundamental question in cognitive sciences. According to 

Whiteside [1], gender can be easily and accurately perceived through human speech alone. Voice 

characteristics of male and female speakers are distinguished by not only low-level pitch analysis but also 

contributed by timbre perception [2]. There are several acoustical differences between the two sexes resulted 

from anatomo-physiological nature of the speech production system unique to each gender such as the mean 

fundamental frequency (F0), formant frequencies, glottal function, and long-term average spectrum. In 

general, women speak at about an octave higher pitch than men [3] while men’s voices are generally deeper 

and louder. The pitch average range of an adult female was reported approximately 120 to 350 Hz, while that 

of an adult male is around 100 to 200 Hz [2]. On the other aspect, female voices showed more aspiration 

noises evident by lower spectral tilt, than male voices. This is due to larger gap at the back of their vocal 

cords, which allows more air to pass through and gives women’s voices more of a “breathy” quality than 

https://creativecommons.org/licenses/by-sa/4.0/
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men’s voices. However, depending on pitch, formants or other speaker dependent acoustical features alone 

will not promise a good estimate because the intra-subject variability is very large and the range of acoustical 

values overlap considerably between male and female voices [1]. 

The urge of identifying gender can be demonstrated in many situations. Since the emergence of 

human-machine interaction (HMI), many fields require machines to identify gender for numerous modern 

applications [4]–[6]. Past research on voice pathology shows that it is gender biased. For example, vocal 

folds cyst [7], [8] tends to occur in female patients while dysphonia [9] is prevalently higher for boys than 

girls before puberty. Therefore, automatic gender recognition (AGR) plays a significant role in mobile or 

remote healthcare system to sort patients according to gender for proper treatment. Recently, Alhussein et al. 

[10] proposed a modified voiced contour based on time-domain voice intensity using Simpson’s rule and 

used support vector machine (SVM) as gender detection engine to be incorporated in mobile healthcare 

system. The system evaluated on TIMIT and Arabic digit databases were reported to obtain accuracy of 

98.27% and 96.55% respectively for clean and noisy speech. An additional AGR submodule in speech and 

speaker recognition systems provide a better performance for both authentication and identification for use in 

applications such as online banking, education, shopping, and security systems. Biometric such as voiceprint 

includes identification of gender could be used in forensic suspects recognition by the authorized committee 

for analyzing frauds using voice application systems. Forensic gender recognition developed on NIST 2003 

database was proposed by Kenai et al. [11] using Mel-frequency cepstral coefficients (MFCC) and Gaussian 

mixture model. 

As speech signals play an important input source in HMI, age and gender recognition was also 

reported in [12] using convolutional neural network (CNN) and speech spectrograms features. The proposed 

techniques achieved accuracy scores of 96% and 97% on common voice dataset and Korean dataset 

respectively. Age and gender play an important role in demographic study. Tang et al. [13] explored on 

gender and nationality information in public database called VoxCeleb1 [14] to improve speaker recognition 

using a mining algorithm based on those two embedding features proposed using CNN classification 

frameworks achieved more than 98% accuracy of gender recognition on different spectrogram features. 

Another field of importance that requires gender knowledge is emotion recognition for human-robot 

interaction since it is one of the most influential factors. Gender recognizer was incorporated in [15] and 

achieved accuracy closest to 98% to drive speech emotion model based on the first stage detection so that the 

system accuracy could be improved. Although recent research has proposed the use of deep learning in 

gender classification to be robust and accurate, a limitation of this type of algorithm is its resource hungry 

[12], [16], [17]. In other words, it requires large datasets, complex processing and time-consuming to produce 

a reliable model. Various statistical acoustic features [18] consisted a balance amount of male and female 

speech data were transformed using principal component analysis (PCA) to select 11 most salient features 

before feeding into SVM achieved 98.42% accuracy rate, an increase of 7.42% to using SVM alone [19]. 

SVM is less resource intensive and operates based on separation of data on hyperplane and proven to be good 

for binary classification. Until now, traditional speech extractors such as MFCC, linear prediction 

coefficients (LPC) and linear prediction cepstral coefficients (LPCC) are still in widely used [20]–[23] for 

speech operated gender detection systems known for the dedicated purpose and good performance. These 

general speech features are powerful over other types of speaker dependent features such as pitch, formants, 

chroma, energy and entropy. 

Based on previous studies, gender recognition from speech signal is still undergoing interesting 

exploration using various speech analysis techniques and classification algorithms. This study basically aims to 

compare the effectiveness of two traditional and powerful speech extractors designed based on human speech 

production vocal tract filter model i.e., LPC and human auditory system model i.e., MFCC on a common speech 

database. The study utilizes the strength of vowel-based words for features extraction to discriminate gender 

using speaker-independent database. 

 

 

2. RESEARCH METHODS 

The proposed AGR system consists of two main blocks namely front-end processing and back-end 

processing as depicted in Figure 1. The front-end stage consists of pre-processing and feature  

extraction blocks to provide suitable speech parameters as input to the back-end stage. Front-end processing 

plays a crucial role in converting raw speech waveforms into a set of feature vectors contain considerably 

lower information rate than the original signal. These parameters are extracted in frame by frame wise to 

maintain quasi-stationary characteristics in the complex speech signal. This section explains about feature 

extraction using LPC and MFCC apart from pre-processing steps implemented in this work. As for the 

classifiers, this work proposes the use of simple discriminant analysis (DA) adopted in [24], [25] and 
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artificial neural network (ANN) adopted in [26], [27] as the classification engines to compare the 

performance of AGR under study. 
 

 

 
 

Figure 1. Overall system block diagram for automatic gender recognition system (AGR) 

 

 

2.1.  Experimental Database 

Data collection is crucial and plays an important role in this project. This study adopts an open-

source database consisted of 1116 speech samples recorded from male and female adult speakers. Ninety-

three (93) speakers participated in this study composed of forty-five (45) males and forty-eight (48) females, 

uttering 12 different vowel sounds (short, long and diphthongs) accumulated to 540 male utterances and 576 

female utterances. The speech corpus [28] used in this research belonged to Western Michigan University. 

The recorded 12 vowel sounds were pronounced in American English consisted of /ae/ in "had", /ah/ in 

“hod", /aw/ in "hawed", /eh/ “head", /er/ in "heard", /ei/ in "hayed", /ih/ in "hid", /iy/ in "heed", /oa/ in 

“hoed", /oo/ in "hood", /uh/ in “hud" and /uw/ as in "who'd”. The recordings were clean speech recorded at a 

sampling rate of 16 kHz using linear PCM format. 

 

2.2.  Pre-processing 

This pre-processing stages consist of normalization, pre-emphasis, frame blocking, overlapping, and 

windowing. The first stage is normalization performed in time-domain. The technique being applied here is 

mean and maximum-mean-subtraction normalization (MMS) as in (1). The dynamic range of signal 

amplitude is limited to ±1 using MMS to prevent volume differences among speakers or differences due to 

microphone and recording settings. 

 

sigN(𝑛) =  (sig(𝑛) −  ) 𝑚𝑎𝑥(|𝑠𝑖𝑔(𝑛) − |)⁄  (1) 

 

where sigN(n) and sig(n) are respectively the normalized and original speech signals at discrete time n, with 

µ and max represents the mean and maximum values of speech amplitudes. 

The second stage is applying pre-emphasis filtering. For fixed-point implementation, the filtering 

coefficient of α = 15⁄16 is selected to compensate the attenuation due to lip radiation using a simple first 

order high-pass finite impulse response (FIR) filter [29]. The filter transfer function and filtered signal are 

expressed in (2) and (3). 

In the third and last steps of pre-processing, the speech was frame blocked into 32 msec short-time 

frame to ensure pseudo-stationary property for valid functions of LPC and MFCC processors. These short-

time frames of the whole signal are chunk using a hop size of 50% and convolved with Hamming window 

function [22], [30] for minimizing spectral distortion and compensate attenuation of audio features towards 

both ends of an analysis frame. The length of analysis window and hop size used in this work are N = 512 

and M = 256 points respectively. 

 

H(z) = 1 −  α𝑧−1 (2) 

 

sigP(z) = sigN(n) −  α × sigN(n − 1) (3) 

 

where H(z) is the z-transform of filter transfer function, and sigP(n) and sigN(n) are respectively the pre-

emphasized and 1st order delayed normalized speech signals at discrete time n, with  as the filtering 

coefficient. The popularly used Hamming function is represented in (4) where n and N are discrete time index 

and the size of the window function respectively. 
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𝑤(𝑛) = 0.54 − 0.46 cos (
2𝜋𝑛

𝑁−1
)  0 ≤ 𝑛 ≤ 𝑁 − 1 (4) 

 

2.3.  Linear Prediction Coefficients 

LPC is a speech analysis technique that estimates future speech samples from a linearly weighted 

summation of past p-samples using method of least squares. The speech is modeled as a pth order 

autoregressive system using all-pole IIR filter to represent human vocal tract as LTI system over short 

intervals. LPC analysis determines the coefficients of a forward linear predictor by minimizing the prediction 

error in the least square sense [30], [31]. The estimated speech is calculated as in (5). 

 

𝑥 ̃ =  − ∑ 𝑎(𝑘)𝑥(𝑛 − 𝑘)
𝑝
𝑘=1  (5) 

 

where x(n) and 𝑥 ̃ are speech samples and their estimates, and a(k) is the feature vector of LPC coefficients 

where p is the linear predictive filter order. The autocorrelation function (ACF) of each frame signal can be 

computed [10] using (6). 

 

𝑟(𝑖) = − ∑ 𝑋𝐹(𝑛)𝑥𝑋𝐹(𝑛 + 𝑖)𝑁−1−𝑖
𝑛=0  (6) 

 

where 𝑟(𝑖) = [𝑟(0), 𝑟(1), … 𝑟(𝑝)] is the ACF of a frame signal denoted as 𝑋𝐹(𝑛) of N-points. Next, the 

Yule-Walker equations are solved using the Levinson-Durbin recursive algorithm to obtain the coefficients 

of the prediction filter as in (7). 

 

∑ 𝑎(𝑘)𝑅(𝑖 − 𝑘)
𝑝
𝑘=1 = −𝑟(𝑖) 1 ≤ 𝑖 ≤ 𝑝 (7) 

 

where 𝑅(𝑖 − 𝑘) forms the ACF matrix (p-by-p) which is a symmetric Toeplitz matrix. The LP coefficients, 

𝑎(𝑘) can be solved efficiently by taking the inverse of ACF matrix multiplied by ACF vector shown in (8). 

 

𝑎(𝑘) =  −𝑅−1𝑟 (8) 

 

2.4.  Mel-frequency Cepstral Coefficients 

If LPC mimics the human vocal tract model, MFCC is best at representing human auditory system. 

MFCC speech extractor is based on a set of filter banks constructed from several band pass filter in a form of 

triangular-shape window functions using Mel-scale warped frequency domain to mimic the different area in 

the eardrum to decode the speech sounds. The transformation formula from Mel-scale to Hz is related (9). 

The centre frequencies of the series bandpass filters are designed according to this perceptually motivated 

scale, the known variation of the human ear’s critical bandwidths [32]. 

 

𝑀𝑒𝑙 = 2595 log10 (1 +
𝑓

700
) (9) 

 

Equation (9) reveals that both frequency in Hz and in Mel-scale are almost linearly related below 1 

kHz and logarithmically related for frequency above 1 kHz. Mel-scale filtering is used to focus on the lower 

frequency components that are more important in speech analysis. By summing all the product of log-energy 

spectrum using Fourier transform from each individual bandpass filter and then applying discrete cosine 

transform (DCT), the cepstral coefficients of these filter banks are generated as in (10). 

 

𝐶𝑚 =  ∑ 𝐸𝑘 cos[𝑚(𝑘 − 0.5) 𝜋 𝑁⁄ ]𝑁
𝑘=1  (10) 

 

where variables C(.) and E(.) represent the mth cepstral coefficient (cepstrum) and kth log-energy respectively. 

N is the number of filters in the filter banks and the number of cepstrum takes in this order, 𝑚 = 1, 2, … 𝑀. 

 

 

3. RESULTS AND DISCUSSION 

In this section the performance of AGR system using LPC and MFCC feature datasets extracted 

from the selected vowel-emphasized words database were compared. Furthermore, two supervised classifiers 

i.e., DA and ANN were adopted and tuned for the best parameters settings. For DA classifier, class label ‘1’ 

represented the male and class label ‘2’ represented the female. As for ANN, the class label ‘1’ and ‘2’ were 

transformed into a two-bit output neuron of ‘10’ for male and ‘01’ for female in the output layer.  
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In the testing and validation phases using DA, cross-validation using k-fold method was employed 

using 10 folds wherein the data was randomized and stratified into 10 subsets, each time only one subset was 

used as testing dataset and the remaining (k-1) subsets were utilized for training. The process was repeated 

until the last subset became the testing dataset. The results were accumulated and measured using confusion 

matrix. For ANN, independent testing method employing data partition of 60%, 15% and 25% for training, 

validation, and testing datasets was used respectively. The binary transformation of the simulated output 

using threshold and margin criteria was adopted wherein a real output of above 0.6 was considered ‘1’ while 

below 0.4 as ‘0’. For each data block, randomization and stratification were performed to avoid bias results. 

The results are discussed as the following. 

 

3.1.  Impact of varying feature dimension 

In this work, the performance of AGR using LPC and MFCC feature space was compared using DA 

classification method due to its simple mechanism. The optimal number of LPC input parameters was 

selected by varying the p-th order from 8 to 22. Similarly, for MFCC, the optimal number of cepstral 

coefficients was selected by varying its value from 8 to 18. For the MFCC the number of filter banks used 

was 20. The filter channels were densely located for low frequencies, but sparsely located for higher 

frequencies. This shows that filtering using the Mel scale emphasized the lower frequency components that 

are more important in speech analysis. 

Figure 2 shows the performance measures of LPC and MFCC modelled using DA with linear 

function. Four performance measures were reported i.e., overall classification rate (CR), sensitivity, 

specificity, and precision, obtained from confusion matrix while increasing the p-th order of LPC from 8 to 

22 in Figure 2(a). The results reveal that the peak performance of most types of measures occurred at p = 18. 

The best accuracy rates were 87.72%, 86.30%, 89.06% and 88.09% respectively for the overall CR, 

sensitivity, specificity, and precision. Higher accuracy rates in specificity than sensitivity shows that the 

female speakers were better recognized that the male speakers by approximately 3%. For MFCC, the number 

of cepstral coefficients in MFCC extractor was varied from 8 to 18 as in Figure 2(b). It is observed that 

MFCC outperformed LPC by 1.62% when the number of cepstral coefficients was set to c = 18. The results 

for overall CR, sensitivity, specificity, and precision were 89.34%, 89.81%, 88.89% and 88.34% 

respectively. The results show the male class achieved slightly higher accuracy about 1% than the other class. 

 

 

  
(a) AGR performance using LPC and DA (b) AGR performance using MFCC and DA 

 

Figure 2. Varying the (a) p-th order in LPC and (b) cepstral coefficients in MFCC extraction 

 

 

3.2.  Impact of varying the classifiers’ parameters 

The input feature parameters were fixed at p = 18 and c = 18 for the subsequent analysis. The 

performance of AGR was tested with five different functions available in DA i.e., linear, diagonal linear, 

quadratic, diagonal quadratic and Mahalanobis for both LPC and MFCC inputs. Figure 3 shows the 

performance of AGR using different features and classifiers. Figure 3(a) depicts the results of varying the 

function of DA classifier and training algorithm of ANN classifier. The results suggested that both LPC and 

MFCC features yielded the best accuracy rates using quadratic and Mahalanobis functions. The overall CR 
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for LPC using quadratic and Mahalanobis were 90.14% and 90.77% respectively while that of using MFCC 

were 95.07% and 95.16%. MFCC surpassed LPC by approximately 5% using Mahalanobis function. 

Next, the performances of 18-LPC and 18-MFCC were tested using another classifier namely ANN. 

The popularly used Multilayer Perceptron (MLP) was adopted as alternative classifier to DA. The activation 

functions used in the input layer and hidden layers were logsig. The stopping criterion used was mean square 

error, mse = 0.01. The learning rate and momentum rate were set to 0.3 and 0.9. In this experiment the 

number of neurons for LPC input was set to nh = 30 and that of MFCC input was set to nh = 10 to sufficiently 

start the training phase. Four backpropagation training algorithms used were Levenberg-Marquardt (trainlm), 

Bayesian regularization (trainbr), Scaled conjugate gradient (trainscg) and Resilient (trainrp). The results are 

shown in Figure 3(b). Both feature types show the best overall accuracy rates using Levenberg-Marquardt 

i.e., 90.77% and 94.89% for LPC and MFCC features. MFCC features outperformed LPC for all training 

algorithms. Levenberg-Marquardt is fast and so far, produce excellent performance in pattern recognition 

problem. 

 

 

  
(a) Comparison of LPC and MFCC with DA (b) Comparison of LPC and MFCC with ANN 

 

Figure 3. Varying the (a) function in DA and (b) training algorithm in ANN for LPC and MFCC features 

 

 

The number of hidden neurons was varied from nh = 30 to 70 for LPC and nh = 10 to 70 for MFCC 

in 10 step size in subsequent step to find the optimal settings. ANN model using LPC required larger hidden 

neurons to be developed. The input feature vector dimension was fixed at 18 and Levenberg-Marquardt as 

the training algorithm. Figure 4 shows the performance of ANN for varying number of hidden neurons. From 

the conducted experiment, it was found that the optimized number of hidden neurons to train LPC input was 

nh = 50 while MFCC required lesser number of neurons in the hidden layer, nh = 20 to avoid overfitting. 

 

 

  
 

(a) AGR using LPC and ANN 

 

(b) AGR using MFCC and ANN 

 

Figure 4. Varying the number of hidden neurons in ANN for LPC and MFCC inputs 
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3.3.  Performance comparison of LPC features versus MFCC features 

Lastly, we compare the performance of gender recognition system built using the optimal settings of 

both feature sets and classifiers to conclude their success in detecting gender from speech signal. Table 1 and 

Table 2 show the comparison results using DA and ANN classifiers. For DA, as explained at the beginning of 

this section, there was 1,116 samples accumulated after all 10-folds were used as test dataset using cross-

validation techniques. Whilst for ANN, about 277 to 279 samples was taken as test dataset which constituted 

25% of the database size. From the results, it can be concluded that MFCC consistently outperformed LPC 

features using both types of classifiers namely, 4.4% higher using DA and 3.8% higher using ANN. 

Additionally, female class outperformed male class by approximately 1.1% using LPC and DA classification 

algorithm. On the other hand, MFCC features resulted in a better performance of male class by about 2.6% 

than the other using DA classifier. Meanwhile, the capability of identifying male and female speakers using 

ANN was found to be quite equal i.e., less than 1% difference in accuracy. 

 

 

Table 1. Performance measures using discriminant analysis 
 LPC MFCC 

Accuracy 90.77 95.16 

Sensitivity 90.19 96.48 

Specificity 91.32 93.92 
Precision 90.69 93.71 

 

 

Table 2. Performance measures using artificial neural network 
 LPC MFCC 

Accuracy 93.28 97.07 

Sensitivity 93.02 96.99 

Specificity 93.53 97.14 
Precision 93.02 96.99 

Classified rate 96.40 97.85 

Unclassified rate 3.60 2.15 

 

 

4. CONCLUSION  

Gender recognition is one of the complex human processing information problems used in HMI 

systems. It has been potentially perceived through speech signal using appropriate speech analysis tools and 

classification algorithms. The performance of the system is closely linked to the selected parameters in 

feature extractors and the employed classification model. Apart from that, the choice of database affects the 

validity of the developed model especially using data driven machine learning such as neural network. In this 

study we use a limited vowel-emphasized words in American English to develop and test the efficacy of the 

system developed using LPC and MFCC features with DA and ANN machine learning techniques. The 

results were promising using both LPC and MFCC with the best accuracy rates of 93.28% and 97.07% 

respectively. Comparing the two features, MFCC surpassed LPC by 3.8% to 4.4% using both ANN and DA 

classifiers with ANN as the better classifier in this study. 
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