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 Recently, elderly population increasing worldwide has put higher pressure 

on health-care providers and their families. The advent of elderly care robots 

will reduce that pressure. In this paper, a design of mobile servant robot with 

integrated tracking algorithm in order to assist the elderly by companionship 
is proposed not only to help families take care of their elderly at home but 

also reduce the pressure on health-care providers. The proposed robot is 

based on humanoid structure and AI-embedded-GPU controller. The design 

allows the robot to follow the elderly and accompany them in real-time. In 
addition, the video streaming algorithm with the pipeline mechanism is 

integrated on robot controllers so that the owner interacts with the elderly 

through the internet. The robot controller is embedded into hardware of 128 

graphics processing unit cores and 4 ARM Cortex-A9 cores in order to 
execute convolutional neural network (NCNN) algorithms for elderly 

recognition and body tracking. The processing speed at 14 fps of video 

stream in real-time. The proposed robot can move on uneven surfaces with a 

speed at 0.21 m/s and an accuracy over 90%. However, the video stream 

processing speed is able to be reduced at 15 fps and latency less than 415 ms 

when four users appear concurrently. 
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1. INTRODUCTION 

According to the World Population Prospects 2019 [1], the world population is aging with the group 

of the people who aged more than 65 years increasing the fastest. It is forecasted that by 2050, 1/6 of the 

world's population will be over 65 years old (about 16%) and a quarter of the population living in Europe and 

North America will probably be over 65 years old, which means there will be a person aged more than 65 for 

each group of four. Also according to this report, in 2018, for the first time in human history, people aged 

over 65 outnumbered children under 5 in the world. Elderly people aged 80+ are expected to nearly triple 

from 143 million in 2019 to 426 million in 2050.  

The aging population is increasing world-wide which renders their needs an important matter to 

health providing authorities, agents of governments, caregivers, and families. This leads to the emergence of 

healthcare robots which have a role in assisting older adults to complete their daily activities, helping to 

monitor behavior and health of the elderly, and acting as a companion when they are alone [2]. In the near 

future, the world will have a serious shortage of aged care workers, which will cause the cost of elderly care 

to rise, creating a burden for families and carers. Therefore, elder care robots (ECRs) is an adequate 

compensation for that shortage, it will replace carers, help and supervision of the elderly (WHO, 2016). 

https://creativecommons.org/licenses/by-sa/4.0/
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An elder care robot needs such attributes as functions that are well designed to satisfy the 

requirement of operation, emotion and social needs. These features of the assistive robot system influence 

elder perceptions and attitudes. There is some research focused on solving robot design for the purpose of 

assisting the elders [3]-[10]. The medical robotics help the elderly in two ways [3]: i) Service type robot 

supports independent living such as eating, bathing, toileting and getting dressed, and mobility, providing 

household maintenance, monitoring of those who need continuous attention and maintaining safety; and ii) 

Companion type robots enhance health and psychological wellbeing of elderly users by providing 

companionship. Some versions of companion robots which were made by different companies such as Aibo, 

Paro, iCat, Pearl, nursebot, Care-o-bot, Homie, Huggable, and Robocare. They can be programmed to be in 

many ways with elderly, assistive robotics, healthcare or health and care. Pepper [4] is a humanoid robot, 

with 17 joints (the elbow, shoulder, and hip) for being capable of exhibiting body language. To move around 

smoothly, it is equipped with three omnidirectional wheels. It is also capable of perceiving and interacting 

with its surroundings, moving around, analyzing people’s expressions and voice tones of humans around it. 

Therefore, Pepper is suitable for being an elder care. It also has a tablet on the chest, and many sensors: 2D 

cameras, 3D sensor, lasers, sonars, infra-red sensors, etc. Pepper is able to sense basic environment status, for 

instance, human’s presence or simple objects thanks to built-in system commands. Until now, pepper model 

provides a field of service mainly based on a dialogue system. To apply the robot model in caring for elders, 

it is necessary to add more functions to taking care of elders in practice. Moreover, Pepper's conversation 

topic was restricted because of the limitation of the dialogue system. So, it is needed to build up the database 

to enlarge the topic. 

In the papers related to robot care and elderly of Masaki Onishi, a research team from Riken 

Research Institute (Japan) [5]: the companion human-interactive robot (RI-MAN) serving humans can move, 

track and perform some functions such as carrying people, listening to the rhythm breathing and 

distinguishing some smells. As stated by the research group on smart robots Gregoire Milliez in the US [6], 

multi-function smart healthcare robots used in the home often have the function of supporting monitoring, 

detecting abnormal situations, controlling home devices, monitor elderly care, remind posture and schedule, 

and provide multimedia social interaction in the network environment. Artificial intelligence roBOt (AIBO) 

is designed as a mobile and autonomous robot for an entertainment purpose (made by Sony) [7]. The robot 

behavior is programmable; it has a hard plastic exterior, equipped with many sensors such as a camera, touch 

sensors, infrared and stereo sound. Robot gestures are performed by actuators such as four legs, a moveable 

tail, and a moveable head. AIBO is programmed to play and interact with human beings. It was used in 

studies with the elderly in order to try to assess the effects on the quality of life and symptoms of stress [7]. A 

baby harp seal robot (PARO) is designated as a companion robot [8]-[10]. This soft seal robot is targeted at 

the elderly. The robot behavior is programmable, and it also includes a touch sensor, an infrared sensor, 

stereoscopic vision and hearing. Robot actuators include eyelids, upper body motors, front paw and hind limb 

motors. Pearl is a mobile robot [11] named as nursebots (developed by Carnegie Mellon University). It helps 

the elderly to navigate through the nursing facility. It has a user-friendly interface, providing advice and 

cognitive support for the elderly. Other elder care robots such as CareO-Bot [12], RoboCare [13], and 

HUGGABLE robots [14] are also listed as companion robots. 

This paper proposes a design of a robot to accompany the elderly. The tracking algorithm is 

integrated in the robot controller to follow the elderly. By this solution, the designed robot helps families take 

care of their elderly at home but also reduce the pressure on health-care providers. Simultaneously, the robot 

performs both processes of accompanying the elderly and streaming the elderly's image data over the 

internet. The elder assist robot determines which objects need to be monitored. To increase the ability to 

distinguish between different objects, we used faces, this is the feature on each person that will have the most 

obvious difference. After identifying the target object, the system will conduct the process of tracking the 

object on the image frame, calculating the parameters from which to control the robot to follow the elderly 

object (robot maintains a distance 2 m between it and the object). 

The main contributions of this paper are: i) An embedded system integrated identification algorithm 

on GPU so that this robot can move to the elderly and accompany them in real-time (≈14 fps), ii) Mobile 

Servant Robot which can follow the elderly when multiple objects appear in view of the camera, and iii) the 

video streaming algorithm with pipeline mechanism is integrated so that the owner can interact with their 

elderly through the internet. 

The remainder of the paper is structured as follows: section 2 describes the entire design of the robot 

including hardware and application software; algorithms; section 3 shows the experimental scenarios in 

detail, and collects the robot's corresponding results with the experimental scenarios and statistics; the 

evaluation of experimental results is presented in section 4 and finally the conclusion on the topic proposed 

in this paper is summarized in section 5. 
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2. RESEARCH METHOD 

2.1.  System overview 

Based on some research on object tracking robots such as Masaki Onishi team's companion robot 

[5], Companion Robot [6], and OpenBot [15]. We designed a robot capable of tracking elderly when they are 

alone at home with the ability to move on flat surfaces at a speed equal to that of elderly people. The robot 

uses input image processing on a single camera to identify and confirm the object, and then conducts the 

process of tracking and accompanying the object. At the same time, the robot also transmits image data to 

their relatives via the internet. These properties are referenced from the studies in the paper [16]. 

 

2.2.  Robot hardware architecture 

2.2.1. Modeling of the mobile server robot 

The structure of the Mobile Servant Robot accompanying the elderly is designed with two parts: the 

body like the Humanoid Robot model and the moving part is designed according to the crawler mechanism 

as shown in Figure 1 [17]. This crawler mobile robot structure is widely used due to its simplicity, flexible 

movement, convenient to control and driven by a DC electric motor. This crawler has an additional function 

of keeping the robot balanced when moving. With the purpose of convenience for indoor movement and 

excellent balance, we realize that using the crawler part instead of the legs will help the robot be more agile 

and meet the requirements set forth. 

Robot kinematic diagram is illustrated in Figure 2. Robot has 2 arms, left one and right one. Each 

arm has 3 dof (degree of freedom). Robots can move based on tracked skid locomotion. The form of skid 

steering (like the army tank operation) is used to control the robot orientation. By controlling spinning wheels 

(connected to left, right tracks) at different speeds the robot can be turned left or right. In the case of turning 

left, the right track rotates at higher speed compared to the left one, and inversely, in the case of turning right, 

the left track rotates at a higher speed than the right one. Skid steering has the properties of high 

maneuverability, a simple, robust structure. Therefore, the proposed robot has good mobility on a lot of 

terrains. 
 

 

 
 

Figure 1. 2D model of robot in this study 

 

 

 
 

Figure 2. Robot kinematic diagram 

 

 

The model of mobile servant robot in this research is subscribed simply as a moving wheeled object 

(Figure 3), operating on a flat horizontal surface. The total degrees of freedom is 3 including 2 degrees of 

freedom representing the robot position in the plane and a degree of freedom is a rotation of the robot around 

the vertical axis which is perpendicular to the flat horizontal surface. 
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Figure 3. Skid-steering robot locomotion 
 

 

By assigning the reference coordinate frame (x, y), can be considered as a global frame, and robot 

body frame (O1, x1, y1), as shown in Figure 3. Robot configuration (position of a point P on robot and robot 

orientation) can be defined by the relationship of these coordinate frames. Position of the robot is defined by 

point P which is the origin of the frame (O1, x1, y1); orientation of the robot can be defined by angle θ. A 

column vector 𝜉 of which elements are x, y, θ is formed to describe robot configuration. 
 

𝜉 = [
𝑥
𝑦
𝜃
] (1) 

 

A relationship of frame (O,x,y) and frame (O1, x1, y1) is described by (2).  
 

𝑅(𝜃) = [
𝑐𝑜𝑠 𝜃 𝑠𝑖𝑛 𝜃 0
− 𝑠𝑖𝑛 𝜃 𝑐𝑜𝑠 𝜃 0

0 0 1
] (2) 

 

The principle of differential transmission of two active wheels: The model describing the binding conditions 

of this differential drive requires the parameters (distance L between two wheels, radius r of each wheel). The 

angular velocity vector of the two wheels corresponds to the two components of the following vector 𝑢 =
(𝑢𝑟𝑖𝑔ℎ𝑡, 𝑢𝑙𝑒𝑓𝑡); These 2 components determine the angular velocity of the left and right wheels (unit: 

radians/s). Consider the moving cases of the mobile robot (Figure 4(a) and Figure 4(b)): 

 If 𝑢𝑟 = 𝑢𝑙 > 0, the robot moves straight forward. 

 If 𝑢𝑟 = −𝑢𝑙 ≠ 0, the robot rotates in a clockwise direction thanks to two active wheels that rotate in the 

opposite direction. 

 

 

  

 

Figure 4. Mobile robot movement: (a) the robot moves in a straight line, 2 wheels rotate in the same direction 

and (b) rotating motion in place, 2 wheels rotate in opposite directions 

 

 

The (3) describes the velocity conversion along the x, y axes and the rotational speed around the 

vertical axis The angular speed θ is proportional to the change in the angular speed value of the two wheels. 

The rotation speed of the robot is directly proportional to the wheel radius and inversely proportional to the 

distance between the two wheels. 

 

�̇� =
𝑟

2
(𝑢𝑙 + 𝑢𝑟)cos θ  

�̇� =
𝑟

2
(𝑢𝑙 + 𝑢𝑟)sin θ 

θ̇ =
𝑟

𝐿
(𝑢𝑙 − 𝑢𝑟) (3) 
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2.2.2. Hardware control system for mobile servant robot 

The hardware system is designed based on the principle of the embedded system (see Figure 5), in 

which the central controller has 2 processors including: 1 ARM Cortex A9 processor for motor control and 

peripheral communication. [WIFI, collect images from Camera sensor…] and the GPU processor executes 

convolutional neural network algorithms with the image data. In addition, the hardware system has a built-in 

720p HD camera sensor that collects input images for the robot to process and transmits control signals to the 

controller board, then controls the motor to move. In addition, the system also has a Wifi-Adapter attached to 

facilitate debugging, control the Robot in manual mode via a computer and perform the function of streaming 

video over the internet. 
 

 

 
 

Figure 5. Hardware system design for robot controller 

 

 

2.3.  Software system 

2.3.1. Software system overview 

After referring to two types of robots with human tracking functions, we found that Openbot [15] 

has fast moving speed along with real-time autonomous navigation, but still cannot distinguish objects and 

monitor when multiple objects appear. As for the Miura group's robot [18], they use the SIFT feature to 

identify and track objects, this depends quite a lot on the clothes which the elderly wear at that time, difficult 

to recognize the original object along with the processing speed of the system is also not high. So we used the 

face recognition algorithm because the face is the most distinctive feature of each person, it will increase the 

ability to identify the object. Moreover, we will use the tracking with correlation filters (KCF) [19] tracker, 

this is a lightweight algorithm, capable of tracking in environments with many objects, without using too 

many hardware resources, resulting in achieving real-time speed. In addition, an advantage of this system is 

the ability to stream video over the internet, which allows the relatives to monitor the activities of the elderly 

at home, the WebRTC [20] algorithm is used due to its high security, is supported across laptop, PC or 

mobile devices, and WebRTC does not need supporting applications or Plugins. 

The main function of the software system is to monitor and accompany the elderly, but first the 

robot needs to determine which objects need to be monitored. To increase the ability to distinguish between 

different objects, we used faces, this is the feature on each person that will have the most obvious difference. 

After identifying the target object, the system will conduct the process of tracking the object on the image 

frame, calculating the parameters from which to control the robot to follow the elderly object (distance 

between Robot and object will be maintained within 2 m) [16]. Simultaneously with the process of 

accompanying the elderly, the system will stream the elderly's image data over the internet. Figure 6 shows 

the overall control software algorithm for the companion robot in this topic. In this algorithm, the robot's 

software system performs the following steps: 

 S1: Collect image data from the camera. This step uses a parallel execution algorithm aimed to stream 

video over the internet and perform object tracking. The technique of using a virtual video stream 

shared from the physical video stream allows multiple processes to execute video processing at the 

same time and still achieve real time speed. 

 S2: Identify the object to be tracked. This step uses a face recognition algorithm that uses a 

convolutional neural network for identification. 
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 S3: Object tracking. The tracking algorithm to track and control the moving robot to accompany the 

object is integrated into the controller. In this algorithm, if the identified object is lost, the algorithm 

will return to the facial recognition step in S2. 

In order for the processing system to achieve real-time capabilities, we implement a convolutional 

neural network algorithm that performs optimally with GPUs according to NCNN technology. The 

technology is a high-performance neural network computation and inference framework optimized for 

mobile and embedded platforms. Besides, NCNN technology does not depend on third parties, so it can 

execute cross-platform on mobile devices and embedded computers [21]. 

 

 

 
 

Figure 6. Software system processing flowchart 

 

 

2.3.2. Algorithms used in software system 

Figure 7 shows three algorithmic schemas of three algorithms designed to be integrated on the 

companion moving robot for this study, which include: video streaming algorithm using WebRTC 

technology, face recognition algorithm using RetinFace [22] and MobileFaceNet [23] and SSD_MobileNet 

[24] user body detection algorithm. In the following, the research team will present the processing steps of 

the software system. 
 

 

 
(a) 

 
(b) 

 
(c) 

   

Figure 7. Software system processing flowchart of (a) Streaming video algorithm, (b) Facial recognition 

algorithm, and (c) Human detection algorithm 
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Firstly, with a view to performing a video streaming function that can meet real-time and low-

latency requirements, the WEB Socket technique with a pipeline mechanism is implemented for fast video 

processing over the internet infrastructure. In addition, the technique of using a virtual video stream on 

shared memory from the physical video stream allows multiple processes (clients) to execute video 

processing at the same time and meet the real time speed (Figure 7(a)). 

Secondly, the face recognition algorithm implemented on GPU cores, the RetinaFace model, is 

applied to search for faces appearing in the frame and then extract the object's face as input for face 

verification. The faces are recognized with the MobileFaceNet algorithm through the RetinaFace model to 

enhance the accuracy of the recognition algorithm. The output of the MobileFaceNet model will be a vector 

with 128 feature values of that face. After having the feature vector including the features of the face, 

compare it with the model face features of the object to be recognized. Depending on the similarity of the 

object's face, whether it is the face that needs to be recognized or not (see Figure 7(b)). 

Then, from output of the face and body recognition algorithm, the Robot compares the coordinates 

of the face with the coordinates of the body, the body closest to the face will be the coordinates of the body to 

be tracked in the current frame. As the tracking algorithm KCF–DSST is not able to resize the bounding box 

of object very well, we integrate this algorithm with SSD_MobileNet algorithm that pre-trained with a 

training dataset taken from Caltech Pedestrian (Figure 7(c)) in order to resolve the problem of the tracking 

algorithm, as shown in Figure 8. With an aim of increasing the accuracy of the object tracking algorithm, 

determining the distance of the object in the image frame and the direction of movement is very important. 

The algorithm determines the distance according to (4) and as shown in Figure 9. 

 

 

 

 

 

Figure 8. The flowchart algorithm of object 

tracking according to KCF–DSST [25] 

 

Figure 9. Pinhole camera model [26] 

 

 

 

In which, measuring the distance using the pinhole camera model formula to calculate the distance 

from the camera to the object, because this is a simple formula, easy to apply, can be applied with one 

camera. From there, the formula for calculating the distance to the object in the frame is determined as (4): 

 
𝑥

𝑓
=

𝑋

𝑑
 (4) 

 

where: 

d: distance to object (mm) 

x: size of object in frame (mm) 

X: size of actual object (mm) 

f: camera focal length (mm) 

Finally, in order to determine the moving direction of the object in the frame, the robot needs to 

integrate an algorithm to determine the direction of the object's movement so that it does not lose track when 

following. In the algorithm to determine the direction of moving left or right, the algorithm compares from 

the center position of the frame to the center position of the object, this is executed for each frame on GPU 

processors. At the same time, to determine whether the object is moving backward or forward, we use the 

algorithm to determine the object distance according to Figure 9 and (4). From the coordinates of the object 

extracted from the above steps, the robot determines the distance between the center of the object and the 
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center of the frame, determines the direction of movement, thereby controlling the motors to follow the 

object (Figure 10). In this study, we use a distance of 2 m as the minimum distance between the robot and the 

object because this is the ideal distance for high-accuracy face recognition algorithms as described in the 

previous section. In fact, because using a conventional camera it is difficult to determine the exact distance to 

the moving object, so we assume in the algorithm for the minimum distance between the robot and the 

tracked object in the 1.8-2.5 m range, this is a method to minimize errors when controlling the Robot. 

 

 

 
 

Figure 10. The flowchart algorithm of controlling target tracking robot 

 

 

3. EXPERIMENTS AND RESULTS 

In order to prove the correctness of the proposed functions in section 2, we proceed to build test 

scenarios and evaluate the robot with 4 phases. Firstly, we determine the robot's ability to distinguish objects 

by evaluating accuracy and execution speed of the facial recognition algorithm (section 3.1). Secondly, the 

tracking capacity of the robot in the frame sequence is assessed through accuracy and execution speed of 

moving person detection algorithm, moving object tracking (section 3.2, 3.3). In addition, speed and latency 

of internet video streaming algorithms with common WEB browser applications in section 3.4. Finally, 

Section 3.5 demonstrates the capacity of the robot in a real-world environment based on evaluations of the 

processing rate of one frame, moving speed and movement accuracy of the robot companion with elderly 

objects. Following are the experimental scenarios and the obtained results. 

 

3.1.  Experiment with facial recognition algorithm 

3.1.1. Experimental scenario 

Face data is trained on a computer with a powerful GPU performance, then the facial feature data is 

integrated on the Robot's Controller as the basis for the facial recognition algorithm to check for duplication 

in the image frame taken directly from the Camera sensor. In this experiment, we let the robot learn the face 

and body of a man, 175 cm tall, weighs 60 kg, and wears glasses. We experiment 1000 times on different 

environments: i) faces at different angles with increasing distances from 0.5 to 2.5 m., ii) ambient light above 

100 lux, and iii) 2, 3, 5 faces appear in the same frame. 

 

3.1.2. Experimental results 

From Table 1, we realize that the algorithm will work most effectively with the conditions as: the 

object has a distance in the 0-2.2 , range to the robot; when the robot detects the object's face is larger than ¾ 

standard face and the surroundings has good brightness (over 100 lux). 
 

 

Table 1. Facial recognition experiments with different distances and angles 
Distance Opposite camera Turn face 0 to 45 degrees left Turn face 0 to 45 degrees right Face up and down 

0.5 m 100% 81.50% 83.50% 83.50% 

1 m 100% 76.10% 78.60% 72% 

2 m 99.90% 58.00% 58.40% 70% 

2.5 m 47.40% 17.50% 18.20% 29.70% 
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As reported by Table 2, the processing time of the algorithm will increase as the number of faces 

increases. However, for the application of tracking one single object, this robot is capable of recognizing 

faces at a speed of 25 fps with an accuracy of 100% in the frontal direction. However, Robot can recognize 

more faces in the same context with slower speed [less than 20 fps]. 
 

 

Table 2. Experiment in the environment with many faces facing the robot with a distance of 1-2 m 
Number of Faces in front of Robot 1 2 3 5 

Accuracy 100% 100% 89.2% 81.6% 

Speed 39 ms 49 ms 54 ms 82 ms 

 

 

3.2.  Experiment with moving human detection algorithm 

3.2.1. Experimental scenario 

Similar to the face recognition algorithm. In this experiment, we use a human body dataset and 

perform training on a GPU-enabled computer. The model is then stored in the memory of the Robot 

controller. Carry out the experiment 1000 times on a man with the same parameters as experiment A 

according to the scenario: change the standing-sitting postures with different angles, rotate the whole body 

360 degrees and move the object. 

 

3.2.2. Experimental results 

According to the experimental results of Table 3, the robot accurately detects objects in standing-

sitting positions over 91.26% and the processing speed is 45 ms (corresponding to 22 fps). When the object 

moves, the robot's ability to detect will be reduced to 80% because the frame is blurred when the object 

moves (human detection algorithm cannot detect it correctly). 
 

 

Table 3. Experimental results of detecting people in a standing-sitting position within a distance of 2 m from 

the robot 
Experimental case Standing postures Sitting postures Moving object 360 degrees 

Accuracy 91.26% 100% 80% 91.6% 

Speed 49 ms 44 ms 47 ms 43 ms 

 

 

3.3.  Experiment with moving object algorithm 

3.3.1. Experimental scenario 

To evaluate the robot's moving object tracking algorithm. We offer an environment scenario where 

one person needs to be monitored, an environment with many people including one person who needs to be 

monitored and accompanied. This experiment shows the ability to track objects in each image frame. 

 

3.3.2. Experimental results 

After experimenting 100 times with each case (Table 4), we draw the following conclusions: the 

average speed of the algorithm is 27.5 ms (corresponding to 36 fps), the processing time in the 13-62 ms 

range, depending on the size parameter of the object to be tracked. The Table 4 shows the feasibility of the 

tracking algorithm. 
 

 

Table 4. Experimental results of moving object tracking algorithm 
Parameter Experimental scenario Bounding box size (px×px) Processing time (ms) 

One object is an elderly who can move on his/her own 311×136 20 

One object is an elderly, using a walker 94×109 15 

Two objects including the elderly 181×424 62 

More than 2 objects 34×74 13 

 

 

3.4.  Experiment with streaming video algorithm 

3.4.1. Experimental scenarios 

Experiments with the robot's video streaming capability so that relatives of the elderly can watch 

simultaneously. Experiment with the number of relatives connecting to the Robot simultaneously from 1 to 4 

people on popular web browsing applications such as: Microsoft Edge, Firefox, Coc Coc, Safari, and Google 

Chrome. The robot is connected to the IEEE 802.11 b/g/n wireless WIFI network with a 20 Mbps internet 
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packet. With the experiments below, we all use a frame resolution of 640×480 to transmit between the robot 

and the elderly's relatives on the internet infrastructure. 

 

3.4.2. Experimental results 

Video streaming algorithm using WebRTC gives impressive results at 15 fps, the average streaming 

latency when used by a user is 300 ms. Can allow four users to use at the same time with latency less than 

415 ms and is supported on almost all popular web browsers. It means that the four people in the family are 

able to view the real time video from mobile server robot [checking the situation of elders in home] at the 

same time. The Table 5 shows the feasibility of the tracking algorithm. 
 

 

Table 5. Stream delay on web browsers when increasing the number of users (unit: ms) 
Number of users Web browser 1 2 4 

Microsoft Edge 305 320 354 

Coc Coc [VN WEB Browser] 270 290 346 

Firefox 326 370 415 

Google Chrome 300 313 366 

Safari 286.67 318 350 

 

 

3.5.  Experiment with moving accuracy of robot companion with elderly 

3.5.1. Experimental scenario 

To evaluate the movement accuracy of the companion robot, the following scenarios were tested by 

us on a male, 175 cm tall, weighs 60 kg, wearing glasses in 3 cases: 

 Case 1: Mobile Servant Robot operates in space with only target objects. 

 Case 2: Robot tracks moving object. 

 Case 3: Robot operating in space with many people. 

The scenario on Figure 11 is built to evaluate the robot's tracking ability in an environment with 

many objects. The target object will move in order from point 0 to point 5 (green) corresponding to which the 

robot will also move to the corresponding points (orange). The initial distance between two corresponding 

points is 2 m. As a result, the Robot always moves and follows the object using the KCF-DSST algorithm 

with an accuracy of over 90%. 

 

 

 
 

Figure 11. Case 3 of the experiment, in space there are many people. The image depicts the direction of the 

robot's movement, corresponding to the direction of the object's movement 
 

 

3.5.2. Experimental results 

The results obtained from the experimental scenario Robot companion with the elderly and the 

parameters (Table 6): the average processing speed of scenarios per frame is 70 ms (corresponding to 14 fps). 
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Moreover, the average distance to the objects of the scenarios is 2.17 m. Cases 1 and 3 are scenarios built to 

test the ability to track objects moving sideways, the speed at which the Robot can track and follow without 

losing the object is 0.33 m/s. Meanwhile, Case 2 is a scenario built to test the robot's ability to follow when 

people travel long distances with the robot's moving speed of 0.21 m/s. 
 

 

Table 6. Results obtained from experimental scenarios robot accompanies the elderly 
Parameter Case Processing rate of one frame (ms) Distance to object (m) 

1 66 2.18 

2 66 2.2 

3 78 2.13 

 

 

4. EVALUATION 

In this study, we have mentioned 2 types of mobile robots of 2 groups Matthias Müller [15] and 

Miura [18] that are applied in the house that have object tracking functions. According to the Table 7, our 

mobile server robot has the superiority in processing speed based on the number of frames per second 

compared to the other 2 robots, as well as the robot's average moving speed is close to the moving speed of 

the elderly for continuous monitoring and follow-up. We also developed the ability to recognize objects by 

the unique feature of each person's face to increase the ability to distinguish objects in reality. In addition, the 

function of streaming videos over the internet to share with relatives is also an advantage of this robot. 

However, in this study, the team needs to increase the robot's average moving speed and add an obstacle 

avoidance algorithm. Besides, the robot in this study has a number of other advantages as follows: capable of 

operating in an environment where many people appear together, the latency of video streaming algorithms is 

relatively low (<415 ms) with frames 640×480 images can be used for 4 relatives in real time. 

 

 

Table 7. Robot comparison of this study with some other companion robots 
Type of Robot Specifications Our robot OpenBot [15] Robots of the Miura group [18] 

Compute ARM Cortex-A9  Smartphone Core2Duo 

Camera Conventional camera Smartphone camera Stereo camera 

Average speed (m/s) 0.21 1.5 0.3 

Tracking a moving object Yes Yes Yes 

Frames per second (fps) 13-20 >10 <10 

Monitor when multiple objects appear Yes No Yes 

Ability to distinguish tracking objects Yes No Yes 

Streaming video over the internet: 

- WebRTC technology 

- Latency: 415 ms with 640×480 resolution 

Yes No No 

Obstacle avoidance No No No 

Price Medium (260$) Lower Higher 

Weight (kg) 1.51 0.7 N/A 

Working time with 1800 mAh Battery (min) 83 45 N/A 

Dimensions (length x width x height) in cm 24×18×29.6 24×15×12 N/A 

 

 

5. CONCLUSION  

In this paper, a research on designing hardware and software algorithms for the Mobile Servant 

Robot to accompany the elderly to support relatives monitoring as well as interacting with the elderly at 

home. This robot has a body designed like a humanoid robot and a lower body with a crawler mechanism to 

be able to move on terrain with uneven surfaces. The Robot's Controller is designed based on the Embedded 

System integrated identification algorithm on the GPU so that this Robot can move to the elderly and 

accompany them in real-time. Besides, the robot has a function that allows relatives to view images of the 

elderly at home through the video streaming function according to the pipeline mechanism. Through 

experimental scenarios, the robot has the function of recognizing elderly people through facial recognition 

and conducting object tracking to achieve real time speed up to 14 fps using a convolutional neural network 

(NCNN). In addition, the robot also transmits image data of the elderly to their relatives via the internet at a 

speed of 15 fps, transmission delay of less than 415 ms for 4 simultaneous accesses. 
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