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 This study aims to identify the most optimal supervised learning algorithm 

to be applied to the prediction of satisfaction of university students. In this 

study, the IBM SPSS-25.0 software was used to test the reliability of the 

satisfaction questionnaire and the MATLAB R2021b software through the 

classification learner technique to determine the supervised learning 

algorithm. The experimental results determine a Cronbach's Alpha reliability 

of 0.979, in terms of the classification algorithm, it is validated that the 

quadratic vector support machine (SVM) has better performance metrics, 

being correct in 97.8% (accuracy) in the predictions of satisfaction of 

university students, with a recall (sensitivity) of 96.5% and an F1 score of 

0.968. Likewise, when evaluating the classification model by means of the 

receiver operating characteristic curve (ROC) technique, it is identified that 

for the three expected classes of satisfaction the value of the area under the 

curve (AUC) is equal to 1, in such sense the predictive model through the 

SVM Quadratic algorithm, has a high capacity to distinguish between the 3 

classes; i) dissatisfied, ii) satisfied and iii) very satisfied of satisfaction of 

university students. 
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1. INTRODUCTION  

Today there is a growing discussion about the areas in which artificial intelligence can be used, and 

although it is true that it is largely applied in industrial and technological environments, it is necessary to 

analyze its application in different scenarios of modern societies [1]. Artificial intelligence uses machine 

learning techniques to process large volumes of data, generated at every moment, by the simple fact of 

carrying out daily activities, as is the case in the university education sector [2]. In recent years, the analysis 

of data from university education has turned out to be quite limited, which has led to the lack of 

organizational policies that contribute to decision-making, improving educational quality [3], [4].  

It is essential to safeguard the quality of educational processes, and a factor linked to this is 

university student satisfaction [5], [6]. Therefore, universities should be concerned about the educational 

quality they provide, evaluating indicators as part of a process of continuous improvement [7], [8]. However, 

it is important to bear in mind that in the face of the health emergency generated by COVID-19, academic 

activities have been moved to a virtual context, and rather than return to full attendance, today we are 

https://creativecommons.org/licenses/by-sa/4.0/


                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 27, No. 1, July 2022: 139-148 

140 

immersed in hybrid educational processes, in which quality and satisfaction need to be constantly measured 

[9], [10].  

In this scenario, data science allows the modeling of the behavior of users involved in the 

educational process [11], classrooms in a virtual environment make continuous interaction of students with 

technological resources, as well as with social networks, generating a large amount of data [12], in which 

technology should contribute to accelerating the tracking, monitoring, storage and processing of the 

perception or assessment of their satisfaction [13], [14]. The search for indicators or factors linked to the 

prediction of university student satisfaction has given rise to various studies, however, traditional empirical 

methods have always been used [15]; However, today there is a tendency to use data mining and machine 

learning techniques that allow significant knowledge to be extracted, which can contribute to decision 

making [16]-[18]. Likewise, data mining presents relevant functions such as grouping, classification and 

identification of association patterns, defining through algorithms the prediction of certain variables such as 

student satisfaction, with a high degree of precision [19], [20].  

There are several algorithms that help to determine the predictive model, among which we have  

K-nearest neighbor (K-NN), decision tree (DT), random forest (RF) and support vector machines (SVM) 

[21], [22]. In this regard, in [23] it is established that the SVM algorithm is a powerful method to build 

classifiers, thus allowing the prediction of one or more characteristics of vectors, which is called a 

hyperplane. Thus, SVM also responds to the statistical learning theory that consists of determining the best 

hyperplane that is equidistant from the closest one, to achieve a maximum margin on each side of the 

hyperplane, separating the members of the class from the variable under analysis [24]-[26]. In this sense, the 

purpose of this article is to show the performance metrics of the different algorithms possibly to be used in 

the prediction of university student satisfaction. Likewise, through a comparative analysis, the algorithm with 

the best performance will be determined. 

 

 

2. METHOD  

2.1.  Population and sample 

The population under analysis is made up of students in the condition of regular students and who 

are studying from the VII to the X cycle, during two consecutive academic semesters, of the 5 faculties of the 

National Technological University of Lima Sur, located in the district of Villa El Salvador in Peru; this 

population is made up of 869 students. With respect to the study sample, the survey was applied to the entire 

population, obtaining as a result that in the first semester there were 761 students surveyed and in the second 

semester 715 students, representing 87.57% and 82.28% respectively, thus achieving have a representative 

sample. However, in the case of determining the predictive model, the results of the survey of the two 

academic semesters were used, that is, of 1,476 students. 

 

2.2.  Level and research design 

The level of research is predictive, this is due to the fact that it seeks to determine the algorithm that 

presents the best performance to predict university student satisfaction from the 39 indicators that are part of 

the questionnaire, which are also called predictors. The research design consists of a non-experimental type, 

this is due to the fact that no action is exerted on the population prior to the application of the survey, which 

alters their perception. Figure 1 shows the representation of the process used to obtain the predictive 

algorithm of the variable under study. 

 

 

 
 

Figure 1. Process used to obtain the predictive algorithm 
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2.3.  Technique and instrument for data collection and validation of results 

The technique used in this research was the survey, which was carried out online, through the 

University's website; this survey used as an instrument a questionnaire composed of 6 dimensions and with a 

total of 39 questions. For the coding of the answers, the Likert scale was used, ranging from 1 (dissatisfied), 

2 (somewhat satisfied), 3 (satisfied) and 4 (very satisfied). Table 1 shows the data collection instrument, as 

well as the 39 questions and the validity of each component through Cronbach's Alpha, contained using the 

SPSS V25 software. 

It should be noted that the output variable (target) is the student satisfaction of each student, and the 

predictive elements are the 39 indicators; Thus, for the purposes of defining the classes that the predictive 

algorithm will assign to the variable under study, the Scale was used, using the 30% and 70% percentiles in 

such a way that the target classes are redefined in 3 classes, these being “Class 1: dissatisfied”, “Class 2: 

Satisfied” and “Class 3: Very satisfied”. Table 2 shows the statistics obtained from the SPSS V.25 software, 

to obtain the new classification of the levels of the output variable. Table 3 shows the Scale obtained, in 

which the classes for the variable under study are specified. 

 

 

Table 1. Validation of data collected through Cronbach’s Alpha 

Coding Indicators of the data collection instrument 

Cronbach's alpha  

if the indicator is 

excepted 

Cronbach's alpha in 
general 

I1 To work as a team 0.978 0.979 

I2 To solve problems and cases of the specialty 0.978 

I3 To act with autonomy and initiative 0.978 

I4 To compare own ideas with others 0.978 

I5 To speak in public with appropriate language 0.978 

I6 To have a positive attitude towards change and innovation 0.978 

I7 Assume a self-education (self-learning and continuing education) 0.978 

I8 To master practical professional skills 0.978 

I9 To work under pressure 0.978 

I10 To have investigative skills 0.978 

I11 Respect schedules; does not miss virtual class without notice 0.978 

I12 Their mastery of the subjects of the courses they develop 0.978 

I13 Your teaching methodology 0.978 

I14 His firmness so that students respect the university rules 0.978 

I15 The quality of virtual classes, practices and other types of academic activity 0.978 

I16 The treatment of students during the virtual class 0.978 

I17 Impartiality in grading students 0.978 

I18 Oral and written expression that you have in the virtual class 0.978 

I19 Your identification with the institution 0.978 

I20 Your professional suitability 0.978 

I21 Availability of books of your specialty on the university website 0.978 

I22 Bibliographic information search system, on the university website 0.978 

I23 Availability of virtual library 0.978 

I24 The efficiency of the work of administrative staff via remote 0.978 

I25 Quality of attention of the administrative staff via remote 0.978 

I26 The treatment of the student is cordial and timely 0.978 

I27 The information provided to the student is pertinent 0.978 

I28 Psychopedagogical services 0.978 

I29 Quality of care in the health unit for students 0.978 

I30 Welfare university 0.978 

I31 Registrations and license plates 0.978 

I32 Assume studies with responsibility, seriousness and dedication 0.978 

I33 With the pride of belonging to the university 0.978 

I34 With the commitment to leave the name of the university high 0.978 

I35 
With the respect you show for the authorities, teachers and administrative 
staff 

0.978 

I36 With the respect that you treat your colleagues 0.978 

I37 With the treatment you receive from your colleagues 0.978 

I38 With your interest in being better every day 0.978 

I39 With your commitment to the surrounding society 0.978 

 

 

Table 2. Validation of data collected through Cronbach’s Alpha 
N (sample) Minimum  Maximum Percentiles 

Valid 1476 39.00 156.00 30% 104.00 

Lost 0   70% 117.00 
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Table 3. Scale for the student satisfaction variable 
Interval Class 

39 to 104 Dissatisfied 

105 to 117 Satisfied 
118 to 156 Very satisfied 

 

 

3. RESULTS AND DISCUSSION 

Through the Matlab software, the classification learner technique is used, with which the validation 

of the supervised learning algorithm that will be applied to the prediction of the satisfaction of university 

students is carried out. This type of validation measures the quality of the data grouping, that is, it refers to 

how close the result of a measurement is to the true value. Figure 2 shows the most optimal algorithms to be 

applied on the data. 
 

 

 
 

Figure 2. Algorithm accuracy validation 
 

 

As shown in Figure 2, the most optimal algorithm regarding the internal validation of accuracy is 

the quadratic vector support machine (SVM Quadratic) algorithm, which has an accuracy of 96.7%, that is, 

applying the SVM Quadratic algorithm, the model was 96.7% correct in predicting the satisfaction of 

university students. Regarding the identification of the quadratic vector support machine algorithm as the one 

that presents the most optimal accuracy and its choice for the prediction of satisfaction of university students, 

in [27], the frequent use of machine learning techniques for mining is highlighted of educational data, 

including the decision to use the support vector machine (SVM) algorithm, therefore, it can be indicated that 

the use of machine learning algorithms can be a great alternative to solve educational research problems. 

Although the results provide us with an optimal percentage of accuracy of the SVM Quadratic algorithm, it is 

important to evaluate the performance of the other metrics of this trained model (recall, specificity, accuracy, 

precision, recall, F1-score), according to the classes foreseen for the predictive model (class 1: dissatisfied, 

class 2: satisfied and class 3: very satisfied) and in a general way. Thus, in order to further deepen this 

analysis and validate the algorithm to be used with greater support, the results of the confusion matrix are 

presented, which, through its external validation metrics, will allow us to observe the percentage of successes 

and errors of the algorithms classified as the most optimal when going through the learning process on the 

data.  

Initially, the recall or Sensitivity metric will be analyzed, which is the percentage of positive cases 

detected and is represented by the true positive rate (TPR), while the Specificity metric is the percentage of 

negative cases detected, in this case it is represented by the rate of false negatives (FNR). Note that true 

positives (TP) are data points classified as true by the model that are actually positive (meaning they are 

correct), and false negatives (FN) are data points that the model identifies as true negatives that are actually 

positive (meaning they are wrong). Table 4 shows the results of the sensitivity and specificity metrics, which 

reflect the ability of our algorithm to discriminate positive cases from negative ones. 
 

 

Table 4. Comparative recall and especificidad results for each class 

 SVM Quadratic SVM SVM Linear SVM KNN Fine KNN Ensemble Bagged Trees 
Class 1 96.9% 95.1% 87.9% 91.3% 
Class 2 98.1% 98.7% 93.6% 91.8% 

Class 3 94.4% 93.6% 89.5% 90.8% 
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The results of Table 4 show that the SVM quadratic algorithm presents better recall and specificity 

values compared to the other algorithms, highlighting that, of its 3 classes, class 2 (satisfaction level: 

satisfied) shows the highest percentage of sensitivity, this means that the predictive model has the ability to 

discriminate positive cases from negative ones, in 98.1%; In other words, the algorithm has a very low error 

rate of 1.9%, in which 0.5% can be mistaken in predicting that a student is dissatisfied when in fact he or she 

is satisfied, and 1.4% can be mistaken in predicting that a student is very satisfied when in reality he is only 

satisfied. Next, the precision metric will be analyzed, which is the percentage of positive predictions 

detected, that is, in the capacity of a classification algorithm to detect only relevant data, with respect to this 

metric we must take into account that the lower the dispersion, the greater the precision of the algorithm. The 

results are shown in Table 5. 

 

 

Table 5. Comparative precision results for each class 

 SVM quadratic SVM SVM linear SVM KNN fine KNN Ensemble bagged trees 
Class 1 99.3% 99.5% 97.3% 96.7% 

Class 2 94.6% 93.0% 86.3% 88.6% 
Class 3 97.6% 98.4% 92.1% 90.4% 

 

 

The results of Table 5 show that the SVM quadratic algorithm presents better accuracy values 

compared to the other machine learning algorithms, highlighting that, of its 3 classes, class 1 (satisfaction level: 

dissatisfied) shows the highest percentage high positive predicted values (PPV), that is, 99.3% of the values 

actually have positive polarities, while the error rate, represented by the false discovery rate (FDR), is 0.7%. 

Having obtained the most optimal recall and precision metrics in the SVM quadratic algorithm so far, it can 

be pointed out that the chosen machine learning model perfectly handles the prediction in the 3 foreseen 

classes. Given this, we proceed to determine the accuracy values for the three classes under analysis. Table 6 

shows the percentages of correct positive predictions. 

 

 

Table 6. Comparative accuracy results for each class 

 
SVM Quadratic SVM SVM Linear SVM KNN Fine KNN Ensemble Bagged Trees 

Class 1 98.8% 98.4% 95.6% 96.4% 

Class 2 96.7% 96.3% 90.8% 91.4% 
Class 3 97.9% 97.9% 95.2% 95.0% 

 

 

The results of Table 6 show that the SVM quadratic algorithm presents better accuracy metrics in its 

three expected classes, highlighting that, of its 3 classes, class 1 (level of satisfaction: dissatisfied) shows the 

highest percentage of accuracy, that is, 98.8% of the time the SVM quadratic algorithm was correct in 

predicting the dissatisfaction of university students. Obtaining the values of the metrics according to each 

class and comparing the most optimal algorithms, Figure 3 shows the general percentages of all the performance 

metrics analyzed for the trained model (recall, specificity, accuracy, precision, recall, and F1-score). 

 

 

 
 

Figure 3. General performance metric 
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In general, it can be shown that the SVM quadratic algorithm presents the most optimal metrics for 

the predictive model of the satisfaction of university students, regarding specificity, the SVM quadratic 

algorithm will have 98.2% the ability to identify the satisfaction of the students between its 3 levels; 

regarding the accuracy, it can be indicated that the SVM quadratic algorithm will have a 97.8% capacity to 

determine correct positive predictions; Regarding accuracy, the SVM quadratic algorithm will have a 97.2% 

ability to identify positive predictions regarding student satisfaction levels; Regarding sensitivity (recall), the 

SVM quadratic algorithm will have 96.5% the ability to correctly detect the level of satisfaction among 

students. Likewise, once the sensitivity (recall) and precision metrics have been obtained, the F1 score is 

determined, which is calculated as the weighted average of both metrics, where F1 reaches its best 

performance when the score is 1, as shown in Figure 2, the F1 score is equal to 0.968 (96.8%), with these 

results the optimal performance of the predictive model is supported through the SVM quadratic algorithm. 

In relation to the results obtained, which indicate that the SVM quadratic algorithm presents an 

Accuracy of 97.8%, which will have the capacity to determine correct positive predictions of the satisfaction 

of university students, this is similar to the study carried out in [21] where it is pointed out that the 

experimental results show that the accuracy of the classification of the training set through the support vector 

machine algorithm has an accuracy of 99.58%, which provides great reliability when applied to the satisfaction 

of students with the online course platform. Similarly, in [28] where a predictive model is proposed through the 

SVM algorithm, an accuracy of 92.18% is validated, in this way the classification accuracy is supported, 

obtaining a more effective machine learning algorithm to predict customer satisfaction university students. This 

can be answered in the study carried out by [21], where it is stated that in machine learning and data mining the 

accuracy of the algorithm depends on the accuracy of the data classification, for this reason it is important that 

this metric provides us with optimal values. In addition, the study carried out in [19] supports the statements 

made, because it is pointed out that, by applying the predictive model, the graduation of students has been 

successfully predicted, this statement is made possible by obtaining an accuracy of 90%. 

Likewise, regarding the results obtained from the precision, sensitivity (recall) and F1 score metrics, 

with values of 97.2%, 96.5% and 96.8% respectively, it can be indicated that the classification model of the 

proposed algorithm has good robustness and is equal to as good as the model carried out in [21], where 

values of the metrics accuracy, sensitivity (recall) and F1 score of 97.16%, 96.45%, 96.80%, respectively, are 

obtained. In turn, our results show greater robustness than those obtained in [19] in which it was possible to 

obtain values of accuracy, precision, recall and F1 score of 87.44%, 52.84%, 50.68% and 51.73% 

respectively, to be applied in predicting students graduating on time. This affirmation can be sustained in the 

study of [29] where it is pointed out that these metrics reflect a high capacity of the classification model, 

because, the greater the recall, the greater the capacity of the model to recognize positive instances, the 

greater the Whatever the accuracy, the capacity of the model to distinguish instances will be reflected, 

finding the F1 score as the combination of the two metrics, in this sense, the higher the F1 score, the more 

solid the classification model will be. Validated the use of the SVM Quadratic algorithm in the predictive 

model of the satisfaction of university students, the classification model is evaluated by means of the receiver 

operating characteristic curve (ROC) technique, which allows us to visualize the balance between the rate of 

true positives (TPR) and the false negative rate (FNR). Figure 4 shows the receiver operating characteristic 

(ROC) curve for class 1, representing dissatisfied college students.  
 

 

 
 

Figure 4. ROC curve for class dissatisfied 
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Regarding the receiver operating characteristic curve (ROC), it should be taken into account that the 

closer the value of the area under the curve (AUC) is to 1, this will represent a more optimal performance of 

the predictive model through the SVM quadratic algorithm. As shown in Figure 4, the percentage of the rate 

of true positives (sensitivity) is 97% and the probability of a false prediction (specificity) in the class of 

dissatisfied university students is 0%, this is supported by a value of the area under the curve of 1. Similarly, 

Figure 5 shows the receiver operating characteristic (ROC) curve for class 2, representing satisfied college 

students. As can be seen in Figure 5, the general performance of the classification model has an area under 

the curve value of 1, with the percentage of the true positive rate being 98% and the probability of a false 

prediction in the class of students satisfied university students of 4%. Finally, in Figure 6, the receiver 

operating characteristic (ROC) curve is shown for class 3, representing highly satisfied college students. 

 

 

 
 

Figure 5. ROC curve for class satisfied 

 

 

 
 

Figure 6. ROC curve for class very satisfied 

 

 

As seen in Figure 6, the percentage of the rate of true positives is 94% and the percentage of the rate 

of false negatives or error rate in the class of very satisfied university students is 1%, this is supported by a 

value of the area under the curve of 1, at the end of the evaluation of the predictive model through the SVM 

Quadratic algorithm is validated and supports its optimal performance when applied to the satisfaction of 

university students. Regarding the results obtained from an area under the curve (AUC) value of 1, the 

present study shows better metrics obtained than the study carried out in [30], in which an area under the 

curve value equal to 0.785 was obtained and 0.833, with an accuracy of 88.11% in identifying the group of 

students with low satisfaction with online education. In addition, in relation to the satisfaction of university 

students, the cited study reveals that the two greatest predictors are the component of self-efficacy-
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expectations regarding the online modality and the social dimension of the perception of the online 

experience. Regarding recommendations in [1], it is suggested to provide courses, learning activities, 

methods to improve the learning experience and maximize the satisfaction of university students. 

 

 

4. CONCLUSION  

The findings of this study validate the performance of the metrics of the quadratic support vector 

machine (SVM quadratic) algorithm when applied to the prediction of satisfaction of university students, 

being correct in 97.8% (Accuracy) in the predictions, with a recall (sensitivity) of 96.5% and an F1 score of 

0.968. Likewise, when evaluating the classification model by means of the receiver operating characteristic 

curve (ROC) technique, it is identified that for the three expected classes of satisfaction the value of the area 

under the curve (AUC) is equal to 1, in such sense the predictive model through the SVM quadratic 

algorithm, has a high capacity to distinguish between the 3 classes: i) dissatisfied, ii) satisfied and iii) very 

satisfied of satisfaction of university students.  
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