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 Built on neighborhood correlation, a 2-stage identification technique was 

offered to incorporate on the irregularity reduction algorithm for random 

magnitude impulse outlier (RMIO). As a result, this algorithm has an 

ultimate efficacy thereby a 2-stage identification technique becomes to be 

one of the high efficacy identification technique. Accordingly, this paper 

attempts to propose an alternative irregularity reduction algorithm built on a 

2-stage identification and adaptive median filter (AMF) with under fix 

magnitude impulsive outlier (FMIO) at little, mild and immense 

massiveness. First, by examining great number of depictions, the optimized 

window dimension for 2-stage scheme from computation and performance is 

disposed. Second, comprehensive examinations represent that the 2-stage 

identification technique is disposed to identify between regular and irregular 

pixels at all massiveness, especially little and mild massiveness. Third, the 

identification efficacy on great depictions at all massiveness is examined on 

regular, irregular, regular-irregular efficacy perspective to estimate the 

optimal window size and optimal 2-stage constant value. Finally, the overall 

outlier reduction efficacy of an outlier reduction built on 2-stage technique 

and AMF is examined on great depictions at all massiveness related with 

other up-to-the-minute outlier reductions. From these results, the outlier 

reduction has remarkable efficacy than other up-to-the-minute outlier 

reductions. 
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1. INTRODUCTION 

In present's contemporary era of multimedia and digital image processing [1], there are enormous 

contemporary utilizations on digital depictions [2]-[5] in last fifteen years therefrom one of the fundamental 

procedures for multimedia utilizations [5] for instant face arrangement [6], SR enhancement from various 

depictions [7], [8], and SR enhancement from one depiction [9], is the irregularity reduction algorithm for the 

ground that contemporary multimedia utilizations [5]-[9] are commonly conscious on irregularity. By 

ordinary, the irregularity reduction algorithm [10]-[21] is the fundamental procedures, which must be initially 

executed before contemporary multimedia utilizations [5]-[9] for the ground that the capableness of 

contemporary multimedia utilizations is regularly impaired when the applied digital depictions are highly 

incorporated of irregularity data (so called outlier). In due cause, the irregularity reduction algorithm is a 

necessarily fundamental procedure for MRI depiction, submerged water depiction, and biometric depiction. 

https://creativecommons.org/licenses/by-sa/4.0/
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However, the barrier of the irregularity reduction algorithm [10]-[21] commonly eradicates only irregularity 

information but also fine information thereupon the main objective of irregularity reduction algorithm is to 

reduce only irregularity information whereas retain fine information because irregularity information is 

severely impact on the quality of the digital depictions in the deteriorated manner. By ordinary, the impulse 

irregularity is destroyed in digital depictions by deterioration machinery as an outcome of depiction keeping 

proceeding, distribution proceeding, computerized flare or etc. From logical opinion, the impulse irregularity 

component [22]-[26] may be identified into 2 classes: random magnitude impulse outlier (RMIO) and fix 

magnitude impulse outlier (FMIO). The RMIO may be any magnitude over the dynamic magnitude, which is 

varied from “0” to “255” thereupon the RMIO may be more difficultly identified than FMIO where the 

FMIO may completely be “0” or “255” while the FMIO may be promptly identified than RMIO. The primary 

restriction of the irregularity identification is to extricate the irregular pixels from the regular pixels, which 

can be located in either in both steady territory (whereas the adjacent pixels are closely identical) or 

discontinuous territory (whereas the adjacent pixels are highly diverse). For natural depictions, the generous 

allotment of depiction pixels is steady territory nonetheless the diminutive allotment is discontinuous 

territory. Accordingly, in the early years, most irregularity reduction algorithms [22]-[26] were offered for 

reducing the outlier depiction from impulsive irregularity. 

In 1975, the classical median filter (SMF) [10] was formulated for FMIO and, next, has been 

proceeded to be one of the practical irregularity reduction algorithm. For reducing FMIO on color digital 

depictions, the vector median filter (VMF) [11] that was proceeded from classical SMF was formulated in 

1990 and has been proceeded to be one of the most practical irregularity reduction algorithms for color 

digital depictions. Subsequently, an adaptive median filter (AMF) [12] that was proceeded from classical 

SMF where the processed window is automatically adjusted was formulated for FMIO in 1994 and, next, has 

been proceeded to be one of the most practical irregularity reduction algorithms with exceptional 

achievement. In 2017, The irregularity reduction algorithm [13] built on intensity conserving cast elimination 

with swarm optimization was formulated for engaging on color digital depictions. Thereupon, an alternative 

irregularity reduction algorithm [14] built on self-regulating computer-abetment investigation scheme with 

support-vector machines (SVM) scheme for engaging on magnetic resonance imaging (MRI) brain digital 

depictions was formulated in 2017. Succeeding, an irregularity reduction algorithm [15] built on irregularity 

consistency classification by neighborhood statistic scheme was formulated in 2018. In 2018, an irregularity 

reduction algorithm [16] built on an efficient filtering scheme was formulated for engaging on color digital 

depictions. Later, an irregularity reduction algorithm built on the Gaussian filtering and Wiener filtering [17] 

was studied its achievement by adjusting kernel dimension in 2019. Next, an irregularity reduction algorithm 

[18] built on filter scheme with MMG technique been formulated for engaging on medical digital depictions 

in 2019. Charmouti et al. [19] studies enormous irregularity reduction algorithm built on various schemes 

and comparatively simulates these achievements on irregularity reduction perspective in 2019. In 2020, 

another irregularity reduction algorithm built on a divided wavelet scheme [20] that is proceeded from classic 

Haar wavelet as divided order using a universal lowpass classification with the divided delay procedure was 

formulated. For reducing submerged water acoustic irregularity, an irregularity reduction algorithm [21] built 

on DWT and irregularity frequency evaluation was formulated in 2020. 

Today, Enormous contemporary irregularity reduction algorithms [22]-[25] that are ordinarily 

composed of irregularity identification scheme and irregularity enhancement scheme, are formulated as 

succeeding. In 2017, the irregularity reduction algorithm [22] built on hybrid stochastic scheme is formulated 

for engaging on FMIO. For dense frequency of FMIO, alternative irregularity reduction algorithm, so called 

adaptive decision based inverse distance weighted interpolation (DBIDWI) scheme [23]-[24] that was 

initially formulated for by Patanavijit [23] in 2017 is studied this performance [24] on almost frequency of 

FMIO in 2019. Due to enormous irregularity reduction algorithms usually built on rank order absolute 

difference (ROAD), rank order logarithm difference (ROLD) and rank order relative difference RORD), the 

comparatively simulations [25] of irregularity reduction algorithms on almost frequency of FMIO was 

studied in 2019. Next, the irregularity reduction algorithm built on the a two-stage scheme [26] that is 

derived from the stochastic scheme and this algorithm grants exceptional achievement was formulated for 

engaging on RMIO in 2020. However, the irregularity reduction algorithm built on the two-stage scheme 

[26] was never employed on FMIO therefore this paper centralizes on the irregularity reduction algorithm 

built on the two-stage scheme for FMIO at almost frequency. 

 

 

2. THE THEORY OF PIXEL SIMILARITY  

2.1.  Pixel similarity identification 

One of the most practical pixel similarity identifications is the absolute difference [26] of the 

intensity of each pixel in the computed window. If the absolute difference of pixel intensity is great value 

then the computed pixel is identified as an irregularity pixel but If the absolute difference of pixel intensity is 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 28, No. 3, December 2022: 1518-1529 

1520 

low value then the computed pixel is identified as a regularity pixel. The absolute difference of pixel intensity 

shall be designated as (1). 

 

𝐼𝐴𝐵(𝑥, 𝑦) = ‖𝐺𝑥 − 𝐺𝑦‖  (1) 

 

Where 𝐺𝑥 and 𝐺𝑦 designates the magnitude of the pixel 𝑥 and 𝑦 respectively. 

 

2.2.  Pixel similarity identification based on spatial distance 

One of the classical pixel similarity identifications is spatial distance, which is first implement on 

the classical smooth filter where the main idea is that the closer pixel has higher impact than the greater 

spatial distance. The spatial distance of pixel shall be designated as (2). 

 

𝐷𝑆𝑃𝐴𝑇𝐼𝐴𝐿(𝑥, 𝑦) = ‖(𝑚, 𝑛)̅̅ ̅̅ ̅̅ ̅̅ − (𝑠, 𝑡)̅̅ ̅̅ ̅̅ ‖, 𝑦𝑥
O  (2) 

 

Where (𝑠, 𝑡) designates the location of the considered pixel 𝑥 and (𝑚, 𝑛) represents the coordinate of any 

pixel 𝑦 in window dimension 𝑥
O.   

 

 

3. THE PROPOSED ALGORITHM  

This paper proposes the alternative irregularity reduction algorithm. The irregularity reduction 

algorithm built on the a two-stage scheme grants exceptional achievement was formulated for engaging on 

RMIO but the irregularity reduction algorithm built on the two-stage scheme [26] was never employed on 

FMIO. As a results, the fix magnitude impulse outliers are first noticed by the two-stage scheme, which is 

comprehensively demonstrated in section 3.1. Later, all noticed impulse outliers are reduced by AMF, which 

is comprehensively demonstrated in section 3.2.  

 

3.1.  The two-stage scheme for irregularity notification 

For 5 × 5 window dimension (𝑥
O), the identification 𝑆(𝑥, 𝑦) between the considered pixel 𝑥 and all 

pixels 𝑦 in 𝑥
O, shall be designated as (3) to (5). 

 

𝐷(𝑥, 𝑦) = exp (‖(𝑚, 𝑛)̅̅ ̅̅ ̅̅ ̅̅ − (𝑠, 𝑡)̅̅ ̅̅ ̅̅ ̅‖
2

2𝐷
2⁄ ) , 𝑦𝑥

O (3) 

 

𝐼(𝑥, 𝑦) = exp (‖𝐺𝑥 − 𝐺𝑦‖
2

2𝐼
2⁄ ) (4)  

 

𝑆(𝑥, 𝑦) = 𝐷(𝑥, 𝑦). 𝐼(𝑥, 𝑦)  (5) 
 

Where 𝐷(𝑥, 𝑦) is geometric range between pixels 𝑥 and 𝑦 in Gaussian operation and 𝐼(𝑥, 𝑦) are magnitude 

range between pixels 𝑥 and 𝑦 in Gaussian operation. The entity of the identification between a considered 

pixel 𝑥 and all pixel 𝑦 in window dimension 𝑥
O shall be designated as (6). 

 

𝑥 = ∑ 𝑆(𝑥, 𝑦)
𝑦𝑥

O = ∑ 𝐷(𝑥, 𝑦). 𝐼(𝑥, 𝑦)
𝑦𝑥

O   (6) 

 

The novel identification shall be designated as (7). 

 

𝑥̅̅ ̅ = 𝑥 (∑ 𝑦𝑦𝑥
O )

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
⁄   (7) 

 

Where (∑ 𝑦𝑦𝑥
O )

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
 is the mean of ∑ 𝑦𝑥𝑥

O . The normalized novel identification shall be designated as (8). 

 

𝐿𝑆𝑥 = {
1 , 𝑥̅̅ ̅ > 2.5 

𝑥̅̅ ̅ 2.5⁄ , 𝑥̅̅ ̅ ≤ 2.5
  (8) 

 

Where 𝐿𝑆𝑥 designates the neighborhood identification between a considered pixel 𝑥 and all pixel 𝑦 in 

window dimension 𝑥
O, which shall imply the expectation of whether the pixel 𝑥 is irregularity or the pixel 𝑥 

is regularity. From this mathematical perception, if the 𝐿𝑆𝑥 is great then the pixel 𝑥 is similar to the pixel 𝑥 

but if the 𝐿𝑆𝑥 is lessen then the pixel 𝑥 is differ to the pixel 𝑥. 
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This piece of the intellectual paper offers the comprehensive process case of the 2-stage 

identification. The computation of the 2-stage identification is depicted in Figure 1. The first case shows that 

the considered pixel 𝑥(𝑖, 𝑗) = 0 is irregularity and this pixel is identified as irregularity in Figure 1(a) where 

the red color pixels are irregularity. The second case shows that the considered pixel is regularity and this 

pixel is identified as regularity in Figure 1(b) where the red color pixels are irregularity. 

 

3.2.  The adaptive median filter for irregularity reduction 

If normalized novel identification 𝐿𝑆𝑥 great then the irregularity threshold then a considered pixel 

shall be a irregularity. Therefore, the irregularity pixel shall be reduced the outlier by AMF operation [12]. 

Otherwise, if normalized novel identification 𝐿𝑆𝑥 lessen then the irregularity threshold then a considered 

pixel shall be a regularity. 

 

 

  
(a) (b) 

  

Figure 1. The comprehensive process case of the 2-stage identification (a) the 𝑥 is irregularity (𝑥(𝑖, 𝑗) = 0) 

and (b) the 𝑥 is regularity (𝑥(𝑖, 𝑗) = 118) 
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4. RESULTS AND DISCUSSION 

For this piece of the intellectual paper, the MATLAB is the program for these experimental 

simulations. This MATLAB are installed and implemented under prolific computers with hardware structure: 

Main Processor i7-6700HQ and main memory 16 GB. Each computer implements on these prolific digital 

depictions in each following experimental cases. 
 

4.1.  The experimental simulation of the optimized window dimension for 2-stage scheme 

The first experiment aims attention at the stochastic characteristic relationship (the expectation and 

the SD) between 2-Stage identification and the window dimension of regularity and irregularity pixels. This 

experiment is implemented on Lena, Girl and Pepper under FMIO at little, mild and immense massiveness 

(from 5% to 90%) as shown in Figure 2. The experimental result of Lena (3x3,5x5,7x7,9x9), Girl 

(3x3,5x5,7x7,9x9) and Pepper (3x3,5x5,7x7,9x9) is depicted in Figure 2(a) to Figure 2(c), respectively. 

From the first experiment results of Lena, Girl and Pepper, when the window dimension of 2-Stage 

identification is increased, the expectation of irregularity pixels is decreased and the expectation of regularity 

pixels is increased for FMIO at range about 5%-55% to 5%-70% therefore the impulsive outlier can 

effectively identify whether the considered pixel is identified as regularity or irregularity. However, when the 

window dimension of 2-Stage identification is increased from 3x3 to 9x9, the intersection between the 

expectation of irregularity pixels and regularity pixels is reduce from 5%-70% to 5%-60%. In the physical 

sense, if the window dimension is 3x3 then the 2-Stage identification can identify the impulsive outlier at 

range about 5%-70% but if the window dimension is 9x9 then the 2-Stage identification can identify the 

impulsive outlier at range about 5%-60%. From the computation complexity, the identification range, the 

accuracy point of view, the window dimension is set to be 5x5 for producing the optimized performance at 

range about 5%-70%. 
 

4.2.  The experimental simulation of the irregularity truthfulness for 2-stage scheme 

The second experiment of the 2-state truthfulness is simulated for engaging on FMIO at at little, 

mild and immense massiveness (5% to 90%) on Lena, Girl and Pepper in Table 1 to Table 3, respectively. 

First, the irregularity truthfulness experiments of 2-state scheme on Lena, Girl and Pepper are depicted in 

Table 1(a), Table 2(a) and Table 3(a), respectively. Later, the regularity truthfulness experiments of 2-state 

scheme on Lena, Girl, F16 and Pepper are depicted in Table 1(b), Table 2(b) and Table 3(b), respectively. 

From these results, the irregularity truthfulness increases when the irregularity threshold increases but the 

regularity truthfulness increases when the irregularity threshold decreases.  
 

4.3. The experimental simulation of the optimized 2-stage constant for alternative irregularity 

reduction algorithm built on 2-stage scheme 

This section presents the third experiment results. The interrelationship between the overall outlier 

reduction efficacy of a proposed irregularity reduction algorithm (built on 2-stage and AMF) and the 2-Stage 

constant are examined for Lena, Girl and Pepper under FMIO as depicted in Table 4 to Table 6, respectively. 

For FMIO at range about 5%-90%, the optimal 2-Stage constant, which produces the maximum efficacy 

(PSNR), must be 0.45-0.50. 
 

4.4.  The experimental simulation of the performance of alternative irregularity reduction algorithm 

This section presents the last experiment results. The efficacy of the 2-stage outlier reduction 

algorithm built on 2-stage and AMF (at 1st iteration and Nth iteration) is comparatively examined with other 

up-to-the-minute outlier reduction algorithms such as MF (Mean Filter), SMF (Standard Median Filter) and 

AMF. The interrelationship between the efficacy in PSNR (the 2-Stage outlier reduction and other up-to-the-

minute outlier reductions) and outlier massiveness of Lena, Girl and Pepper are depicted in Table 7 - Table 9. 

From these experiment results of Lena in Table 7, the performance of the proposed irregularity 

reduction is noticeably greater than MF [1], SMF [10] and AMF [12] about 13.63911.9048 dB, 

9.28473.4503 dB and 3.57472.1803 dB, respectively. From these experiment results of Girl in Table 8, the 

performance of the proposed irregularity reduction is noticeably greater than MF, SMF and AMF about 

19.21450.3013 dB, 13.85845.0997 dB and 6.09993.6961 dB, respectively. From these experiment results 

of Pepper in Table 9, the performance of the proposed irregularity reduction is noticeably greater than MF, 

SMF and AMF about 13.69142.4551 dB, 9.43332.7953 dB and 3.33992.1160 dB, respectively. From 

these experiment results (in Table 7 to Table 9), the outlier reduced images from the 2-Stage outlier reduction 

built on 2-stage scheme and AMF (Nth iteration) have the highest efficacy than the outlier reduced images 

from other outlier reduction (such as MF, SMF and AMF). For visualization perspective, the outlier reduced 

results of the depictions (Lena), which are computed by the proposed irregularity reduction algorithm and 
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compared with other up-to-the-minute outlier reduction algorithms such as MF (Mean Filter), SMF (Standard 

Median Filter) and AMF, are depicted in Figure 3. 

 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

Figure 2. The comprehensive process case of the 2-stage identification (a) Lena, (b) Girl, and (c) Pepper 
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Table 1. 2-stage scheme Lena of (a) irregularity truthfulness and (b) regularity truthfulness 

(a) 
2-S 

Cons. 

Irregularity truthfulness (%) 

5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 

0.05 51.87 27.25 13.53 6.47 3.19 1.54 0.71 0.32 0.14 0.07 0.03 0.01 0.01 0.00 0.00 0.00 0.00 0.00 

0.10 0.01 71.71 50.45 31.52 17.93 9.81 4.89 2.51 1.21 0.57 0.28 0.11 0.06 0.03 0.02 0.01 0.01 0.01 

0.15 0.08 88.99 75.85 58.44 40.82 26.75 15.54 8.94 4.63 2.41 1.27 0.60 0.33 0.19 0.15 0.09 0.09 0.08 

0.20 0.50 95.77 88.87 76.76 61.80 46.18 31.45 20.41 12.04 6.83 3.90 2.21 1.34 0.85 0.69 0.53 0.50 0.50 

0.25 2.03 98.06 94.56 87.51 77.07 63.62 48.95 35.21 23.52 14.76 9.42 5.86 3.88 2.69 2.24 1.98 1.96 2.03 

0.30 6.32 99.13 97.17 93.23 86.72 76.90 64.49 51.26 37.98 26.68 18.56 12.88 9.15 6.89 6.00 5.56 5.82 6.32 

0.35 15.63 99.66 98.60 96.36 92.41 85.81 76.92 66.11 53.52 41.44 31.50 23.85 18.43 14.93 13.46 12.95 13.97 15.63 

0.40 31.79 99.85 99.27 98.13 95.71 91.64 85.78 78.05 68.17 57.17 47.13 38.53 32.02 27.58 25.80 25.98 28.12 31.79 

0.45 54.80 99.94 99.66 99.04 97.69 95.23 91.69 86.62 79.84 71.63 63.25 55.46 49.29 45.05 43.58 44.78 48.46 54.80 

(b) 
2-S 

Cons. 

Regularity truthfulness (%) 

5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 

0.05 99.92 99.94 99.96 99.97 99.97 99.98 99.99 99.99 100.0 100.0 100.0 99.97 99.89 99.61 98.75 96.74 92.04 81.40 

0.10 42.29 99.49 99.53 99.56 99.60 99.59 99.55 99.45 99.30 99.05 98.62 97.94 96.62 94.17 89.69 81.22 65.88 42.29 

0.15 15.98 98.61 98.72 98.74 98.82 98.72 98.57 98.38 97.92 97.18 95.98 94.01 90.56 84.32 74.53 59.12 37.91 15.98 

0.20 5.08 97.09 97.28 97.39 97.40 97.35 96.99 96.48 95.59 94.10 91.72 87.72 81.57 70.50 55.82 37.24 18.46 5.08 

0.25 1.43 94.52 94.97 95.20 95.25 95.13 94.51 93.67 92.00 89.47 85.50 79.04 69.42 54.37 37.29 20.82 7.88 1.43 

0.30 0.35 90.42 91.33 91.83 92.00 91.74 90.98 89.56 87.01 82.92 76.65 67.31 54.69 38.07 22.21 10.15 3.04 0.35 

0.35 0.10 83.90 85.56 86.63 87.14 86.72 85.71 83.69 79.74 73.67 65.01 53.15 39.13 23.71 11.74 4.20 0.99 0.10 

0.40 0.01 72.63 76.13 78.40 79.44 79.36 77.89 74.94 69.65 61.32 50.73 37.57 24.68 12.81 5.28 1.60 0.31 0.01 

0.45 0.00 51.55 59.56 64.48 67.10 67.49 66.08 61.96 55.17 45.49 34.65 23.17 13.42 5.84 1.92 0.48 0.10 0.00 

 

 

Table 2. 2-stage scheme (Girl) of (a) irregularity truthfulness and (b) regularity truthfulness 

(a) 
2-S 

Cons. 

Irregularity truthfulness (%) 

5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 

0.05 52.53 35.32 22.06 12.54 6.94 3.78 2.07 1.08 0.52 0.27 0.13 0.07 0.02 0.01 0.00 0.00 0.00 0.00 

0.10 0.01 61.49 50.88 39.50 28.61 20.10 13.09 8.40 5.05 3.01 1.83 0.98 0.46 0.28 0.13 0.05 0.03 0.01 

0.15 0.16 70.55 64.44 56.98 47.45 37.73 28.55 20.86 14.29 9.33 6.28 4.00 2.35 1.40 0.85 0.48 0.27 0.16 

0.20 0.99 74.46 71.06 66.14 59.64 51.82 44.10 36.06 28.19 21.24 16.12 11.83 8.01 5.43 3.77 2.34 1.48 0.99 

0.25 3.73 77.14 74.64 71.40 66.91 61.16 54.99 47.88 40.17 32.79 26.58 21.14 16.28 12.12 9.42 6.80 5.00 3.73 

0.30 10.12 79.30 77.51 75.13 71.81 67.63 62.86 57.32 50.77 43.94 37.72 31.95 26.77 21.70 18.19 14.74 11.98 10.12 

0.35 22.79 81.67 80.31 78.17 75.61 72.62 68.82 64.62 59.47 53.62 48.20 43.18 38.38 33.64 30.25 27.16 24.55 22.79 

0.40 42.02 85.68 83.94 81.59 79.52 76.98 73.91 70.75 66.87 62.20 57.75 53.63 49.89 46.36 44.03 42.70 41.86 42.02 

0.45 66.29 97.61 96.15 93.65 90.50 86.88 82.81 79.25 75.53 71.81 68.52 65.76 63.44 61.92 61.06 61.96 63.59 66.29 

(b) 
2-S 

Cons. 

Regularity truthfulness (%) 

5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 

0.05 99.98 99.98 99.98 99.98 99.98 99.98 99.97 99.97 99.96 99.94 99.93 99.86 99.81 99.64 99.40 98.93 98.17 96.95 

0.10 91.34 99.75 99.75 99.73 99.69 99.68 99.65 99.60 99.45 99.29 99.10 98.78 98.30 97.61 96.52 94.98 93.15 91.34 

0.15 87.08 99.21 99.21 99.17 99.09 99.06 98.92 98.76 98.49 98.06 97.55 96.89 95.78 94.32 92.43 90.01 87.90 87.08 

0.20 84.19 98.24 98.27 98.22 98.15 98.06 97.76 97.47 96.99 96.33 95.42 94.40 92.69 90.42 87.80 85.04 83.42 84.19 

0.25 81.88 96.66 96.82 96.80 96.73 96.51 96.15 95.71 94.95 94.04 92.80 91.20 88.80 85.94 82.74 80.52 79.71 81.88 

0.30 78.43 94.42 94.72 94.77 94.74 94.50 94.00 93.37 92.36 91.03 89.42 87.23 84.24 80.95 77.69 76.16 76.01 78.43 

0.35 71.11 90.89 91.49 91.76 91.80 91.55 91.08 90.25 88.95 87.17 85.05 82.16 78.73 75.06 72.18 70.79 70.03 71.11 

0.40 56.47 82.40 84.77 86.19 86.88 86.92 86.58 85.66 83.96 81.65 78.68 75.16 70.89 66.55 63.51 61.14 58.18 56.47 

0.45 32.27 21.97 32.56 43.20 52.71 60.90 66.95 69.82 70.31 68.09 64.19 59.64 54.42 48.91 45.04 40.76 36.32 32.27 

 

 

Table 3. 2-stage scheme (Pepper) of (a) irregularity truthfulness and (b) regularity truthfulness 

(a) 
2-S 

Cons. 

Irregularity truthfulness (%) 

5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 

0.05 64.00 37.37 19.43 8.99 3.96 1.86 0.78 0.38 0.17 0.08 0.03 0.01 0.01 0.00 0.00 0.00 0.00 0.00 

0.10 0.01 77.30 58.78 39.74 24.32 14.11 6.89 3.37 1.51 0.70 0.34 0.16 0.07 0.03 0.02 0.01 0.01 0.01 

0.15 0.08 91.80 81.24 66.47 49.22 34.14 20.82 12.14 6.43 3.29 1.68 0.83 0.43 0.23 0.16 0.10 0.09 0.08 

0.20 0.50 96.52 91.13 81.81 69.46 54.37 39.23 26.29 16.18 9.31 5.28 2.94 1.74 1.02 0.75 0.57 0.51 0.50 

0.25 2.05 98.37 95.47 90.41 82.24 70.43 57.04 43.17 29.90 19.34 12.44 7.82 4.91 3.24 2.53 2.10 2.02 2.05 

0.30 6.40 99.26 97.67 94.75 89.92 81.71 71.67 59.34 45.92 33.06 23.46 16.42 11.30 8.15 6.71 5.88 6.01 6.40 

0.35 15.83 99.63 98.85 97.15 94.41 89.08 82.19 72.92 61.42 48.78 37.90 29.06 21.83 17.12 14.72 13.73 14.39 15.83 

0.40 32.08 99.83 99.36 98.46 96.94 93.65 89.27 83.04 74.51 64.24 54.02 44.50 36.61 31.00 27.98 27.28 28.80 32.08 

0.45 55.26 99.91 99.68 99.14 98.32 96.40 93.73 89.84 84.37 77.14 69.53 61.53 54.49 49.21 46.46 46.67 49.55 55.26 

(b) 
2-S 

Cons. 

Regularity truthfulness (%) 

5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 

0.05 99.97 99.98 99.99 99.99 99.99 100.0 100.0 100.0 100.0 100.0 99.99 99.98 99.93 99.67 99.05 97.54 93.70 84.54 

0.10 49.48 99.68 99.72 99.72 99.74 99.71 99.68 99.61 99.52 99.27 99.03 98.49 97.51 95.81 92.26 85.61 72.11 49.48 

0.15 21.36 99.19 99.24 99.25 99.22 99.20 99.08 98.88 98.52 98.01 97.18 95.68 93.00 88.45 80.41 66.68 45.78 21.36 

0.20 7.75 98.34 98.43 98.44 98.43 98.28 98.10 97.65 96.89 95.89 94.11 91.22 86.03 77.34 64.01 45.65 24.48 7.75 

0.25 2.52 96.85 97.07 97.13 97.15 96.86 96.53 95.78 94.52 92.71 89.58 84.50 76.07 63.13 46.34 27.70 11.45 2.52 

0.30 0.68 94.30 94.85 95.02 95.12 94.71 94.12 93.03 91.04 88.03 82.95 75.09 63.22 47.21 29.66 14.52 4.83 0.68 

0.35 0.22 89.76 90.99 91.58 91.80 91.46 90.56 88.94 85.88 81.02 73.29 62.55 48.16 31.51 16.95 6.66 1.79 0.22 

0.40 0.06 79.25 83.13 85.32 86.15 86.12 84.88 82.47 77.93 70.41 60.18 47.31 32.28 18.21 8.21 2.64 0.60 0.06 

0.45 0.03 40.11 57.51 68.53 73.88 75.43 74.44 70.99 64.48 54.67 43.21 30.52 18.36 8.88 3.32 0.82 0.18 0.03 
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Table 4. Stochastic characteristic relationship between PSNR and  

|2-Stage constant of LENA image (FMIO) 
2-S 

Cons. 

PSNR (dB) 

5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 

0.025 19.92 16.09 13.97 12.68 11.69 10.90 10.22 9.65 9.07 8.66 8.21 7.78 7.49 7.17 6.85 6.58 6.32 6.06 

0.050 22.76 17.46 14.60 12.99 11.84 10.97 10.26 9.66 9.08 8.66 8.21 7.78 7.49 7.17 6.84 6.56 6.29 6.01 

0.075 25.58 19.16 15.69 13.65 12.25 11.17 10.36 9.71 9.09 8.66 8.21 7.77 7.48 7.15 6.81 6.53 6.24 5.94 

0.100 28.34 21.17 17.07 14.54 12.81 11.46 10.52 9.79 9.13 8.68 8.22 7.77 7.47 7.13 6.78 6.49 6.19 5.91 

0.125 30.59 23.04 18.50 15.61 13.48 11.91 10.80 9.95 9.20 8.71 8.22 7.76 7.46 7.11 6.74 6.45 6.13 5.87 

0.150 32.31 24.89 19.96 16.79 14.31 12.51 11.17 10.15 9.30 8.77 8.25 7.77 7.45 7.08 6.71 6.41 6.10 5.85 

0.175 34.12 26.58 21.43 18.05 15.19 13.20 11.60 10.45 9.47 8.86 8.29 7.78 7.44 7.06 6.67 6.38 6.07 5.84 

0.200 35.41 28.32 22.78 19.19 16.17 13.95 12.13 10.80 9.69 9.02 8.37 7.81 7.46 7.05 6.65 6.35 6.06 5.84 

0.225 36.59 29.84 24.06 20.30 17.14 14.83 12.77 11.26 9.98 9.21 8.47 7.85 7.47 7.04 6.63 6.35 6.07 5.86 

0.250 36.73 31.63 25.35 21.53 18.21 15.74 13.39 11.77 10.34 9.45 8.62 7.95 7.52 7.07 6.64 6.36 6.10 5.90 

0.275 37.14 32.80 26.62 22.58 19.28 16.61 14.16 12.38 10.77 9.75 8.82 8.06 7.58 7.11 6.68 6.40 6.16 5.96 

0.300 37.17 34.04 27.80 23.63 20.28 17.53 15.01 13.00 11.28 10.13 9.09 8.25 7.71 7.20 6.77 6.48 6.25 6.07 

0.325 37.12 34.43 28.54 24.74 21.33 18.44 15.84 13.73 11.85 10.58 9.41 8.45 7.87 7.35 6.89 6.60 6.40 6.24 

0.350 36.86 35.00 29.68 25.74 22.33 19.44 16.69 14.50 12.46 11.10 9.80 8.73 8.11 7.55 7.08 6.80 6.61 6.47 

0.375 36.81 35.42 30.45 26.47 23.17 20.41 17.56 15.32 13.11 11.68 10.25 9.10 8.41 7.82 7.34 7.06 6.90 6.81 

0.400 36.57 35.34 31.00 27.38 24.16 21.36 18.38 16.14 13.82 12.31 10.79 9.55 8.82 8.19 7.68 7.43 7.30 7.30 

0.425 36.40 35.39 31.57 28.15 25.22 22.21 19.16 17.00 14.54 12.98 11.40 10.10 9.31 8.65 8.15 7.92 7.84 7.97 

0.450 36.31 35.52 31.99 28.90 25.87 23.01 20.04 17.83 15.26 13.73 12.10 10.75 9.94 9.26 8.73 8.56 8.54 8.86 

0.475 36.24 35.43 32.51 29.70 26.56 23.86 20.75 18.61 16.02 14.51 12.89 11.47 10.69 9.97 9.47 9.38 9.49 10.01 

0.500 36.19 35.39 32.94 30.10 27.10 24.36 21.43 19.41 16.79 15.32 13.75 12.31 11.58 10.89 10.40 10.41 10.71 11.50 

 

 

Table 5. Stochastic characteristic relationship between PSNR and  

2-Stage constant of GIRL image (FMIO) 
2-S 

Cons 

PSNR (dB) 

5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 

0.025 18.17 14.62 12.40 10.87 9.64 8.92 8.12 7.59 7.08 6.57 6.21 5.86 5.48 5.13 4.87 4.57 4.31 4.06 

0.050 21.81 16.88 13.67 11.59 10.04 9.17 8.24 7.66 7.11 6.59 6.22 5.87 5.48 5.13 4.86 4.56 4.29 4.04 

0.075 25.42 19.48 15.53 12.84 10.78 9.73 8.55 7.87 7.22 6.65 6.25 5.88 5.49 5.13 4.86 4.55 4.28 4.02 

0.100 28.98 22.09 17.75 14.29 11.88 10.55 9.07 8.24 7.47 6.79 6.34 5.93 5.51 5.13 4.85 4.53 4.27 4.01 

0.125 31.99 24.27 19.80 15.89 13.19 11.49 9.75 8.74 7.83 7.00 6.47 6.01 5.56 5.14 4.85 4.53 4.26 4.00 

0.150 33.93 26.23 21.59 17.51 14.40 12.46 10.49 9.32 8.26 7.30 6.70 6.16 5.65 5.18 4.88 4.54 4.26 4.00 

0.175 35.84 27.95 23.23 18.99 15.73 13.59 11.49 10.14 8.89 7.80 7.10 6.46 5.84 5.31 4.96 4.58 4.28 4.01 

0.200 37.06 29.99 24.74 20.51 17.22 14.92 12.61 11.07 9.69 8.40 7.62 6.84 6.12 5.49 5.09 4.65 4.32 4.04 

0.225 37.65 31.35 26.41 22.05 18.69 16.08 13.63 11.94 10.41 9.01 8.09 7.22 6.41 5.70 5.24 4.77 4.40 4.10 

0.250 38.44 33.12 28.00 23.30 19.93 17.21 14.65 12.86 11.26 9.71 8.70 7.78 6.85 6.06 5.53 4.97 4.56 4.22 

0.275 38.77 34.01 29.42 24.45 21.21 18.43 15.68 13.84 12.19 10.58 9.45 8.42 7.36 6.50 5.89 5.23 4.77 4.38 

0.300 38.60 34.88 30.43 25.92 22.45 19.52 16.78 14.78 13.07 11.35 10.13 9.02 7.86 6.96 6.28 5.57 5.05 4.61 

0.325 38.37 35.11 31.65 26.98 23.65 20.72 17.78 15.69 14.10 12.23 10.90 9.78 8.51 7.55 6.82 6.08 5.47 4.98 

0.350 38.29 35.76 32.63 27.99 24.81 21.77 18.74 16.66 15.02 13.14 11.71 10.50 9.21 8.20 7.46 6.62 5.97 5.43 

0.375 38.11 35.81 33.45 29.07 25.63 22.92 19.69 17.53 16.01 14.01 12.46 11.19 9.91 8.86 8.11 7.26 6.62 6.04 

0.400 37.93 36.05 33.81 29.91 26.84 23.96 20.61 18.37 16.95 14.80 13.30 11.96 10.68 9.62 8.91 8.09 7.50 6.89 

0.425 37.75 36.15 34.08 30.24 27.64 24.77 21.25 19.15 17.77 15.49 14.05 12.77 11.49 10.40 9.74 8.99 8.53 7.98 

0.450 37.67 36.22 34.05 30.65 27.98 25.16 21.84 19.87 18.48 16.11 14.73 13.51 12.25 11.24 10.66 10.00 9.76 9.29 

0.475 37.66 36.41 34.47 30.77 28.09 25.65 22.24 20.38 18.92 16.70 15.42 14.19 13.02 12.15 11.64 11.18 11.17 10.90 

0.500 37.64 36.56 34.35 30.93 28.32 25.99 22.68 20.89 19.43 17.32 16.07 14.95 13.78 13.07 12.62 12.41 12.59 12.85 

 

 

Table 6. Stochastic characteristic relationship between PSNR and  

2-Stage constant of Pepper image (FMIO) 
2-S 

Cons. 

PSNR (dB) 

5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 

0.025 19.40 15.73 13.69 12.39 11.40 10.63 9.97 9.40 8.86 8.38 7.99 7.62 7.27 6.92 6.64 6.37 6.11 5.86 

0.050 21.83 17.02 14.30 12.69 11.54 10.69 10.01 9.42 8.86 8.39 7.99 7.62 7.27 6.92 6.63 6.35 6.07 5.80 

0.075 24.96 18.78 15.35 13.29 11.88 10.88 10.09 9.45 8.87 8.39 7.99 7.61 7.26 6.90 6.60 6.31 6.02 5.75 

0.100 27.52 20.63 16.61 14.05 12.38 11.16 10.24 9.52 8.91 8.40 7.99 7.61 7.24 6.88 6.57 6.27 5.97 5.71 

0.125 30.38 22.25 17.96 15.02 13.02 11.58 10.48 9.66 8.97 8.43 8.00 7.60 7.23 6.85 6.53 6.22 5.92 5.67 

0.150 32.51 23.85 19.45 16.10 13.79 12.12 10.81 9.86 9.07 8.48 8.03 7.60 7.22 6.82 6.49 6.18 5.88 5.65 

0.175 33.97 25.48 20.92 17.26 14.64 12.73 11.26 10.14 9.23 8.56 8.06 7.61 7.21 6.79 6.46 6.15 5.86 5.64 

0.200 34.86 26.93 22.29 18.51 15.51 13.42 11.80 10.46 9.45 8.69 8.13 7.65 7.21 6.78 6.43 6.13 5.85 5.64 

0.225 37.19 28.42 23.70 19.66 16.43 14.17 12.38 10.89 9.74 8.85 8.23 7.70 7.23 6.78 6.42 6.12 5.86 5.66 

0.250 37.43 29.95 24.89 20.75 17.38 14.99 13.04 11.39 10.09 9.07 8.37 7.78 7.28 6.80 6.43 6.14 5.89 5.70 

0.275 37.76 30.99 26.07 21.91 18.36 15.81 13.76 11.92 10.51 9.35 8.56 7.89 7.34 6.85 6.46 6.18 5.94 5.77 

0.300 37.71 32.13 27.27 22.95 19.43 16.76 14.53 12.53 11.00 9.69 8.80 8.07 7.47 6.94 6.53 6.26 6.04 5.88 

0.325 37.74 33.24 28.55 24.08 20.50 17.57 15.30 13.17 11.55 10.10 9.11 8.28 7.62 7.07 6.65 6.38 6.18 6.05 

0.350 37.64 34.27 29.64 25.13 21.53 18.48 16.13 13.91 12.17 10.56 9.47 8.57 7.86 7.26 6.82 6.56 6.39 6.30 

0.375 37.46 34.75 30.49 26.25 22.58 19.43 16.99 14.67 12.80 11.09 9.90 8.91 8.15 7.53 7.06 6.81 6.68 6.66 

0.400 37.32 35.28 31.26 27.30 23.57 20.35 17.82 15.46 13.49 11.71 10.42 9.37 8.55 7.86 7.41 7.16 7.07 7.14 

0.425 37.20 35.54 31.69 28.01 24.53 21.31 18.68 16.29 14.16 12.33 11.00 9.87 9.00 8.30 7.85 7.62 7.59 7.81 

0.450 37.24 35.71 32.46 28.88 25.42 22.10 19.52 17.12 14.90 13.05 11.69 10.50 9.58 8.86 8.46 8.25 8.30 8.69 

0.475 37.21 35.74 32.79 29.85 26.11 22.78 20.36 17.95 15.66 13.87 12.45 11.21 10.29 9.56 9.21 9.05 9.24 9.83 

0.500 37.18 35.81 32.95 30.29 26.86 23.47 21.13 18.77 16.39 14.71 13.29 12.05 11.13 10.42 10.19 10.05 10.42 11.30 
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Table 7. Stochastic characteristic relationship between PSNR and 2-Stage constant of Lena image (FMIO) 
 PSNR (dB) 

Simulated 

images 

Irregularity  

frequency (%) 

Outlie red  

image 

Irregularity reduction algorithm 

MF (3x3) SMF (3x3) AMF 2S-AMF-1 2S-AMF-N 

Lena 

(256x256) 

D=5 18.7139 22.4181 31.6421 36.0907 37.1720 37.1720 

D=10 15.6564 19.3812 30.7076 35.3032 35.5151 35.5151 

D=15 13.8274 17.5385 29.2982 33.7454 32.9371 32.7536 

D=20 12.6389 16.3208 27.6257 32.1558 30.0969 32.0436 

D=25 11.6783 15.3526 25.4101 29.8105 27.0975 30.7821 

D=30 10.8971 14.5829 23.6811 27.9141 24.3596 29.7181 

D=35 10.2240 13.8785 20.8127 25.6654 21.4251 28.7420 

D=40 9.6481 13.2479 19.0080 23.7903 19.4061 28.0992 

D=45 9.0745 12.6598 16.8389 21.5949 16.7937 27.1276 

D=50 8.6553 12.2146 15.4758 20.5725 15.3180 26.8051 

D=55 8.2118 11.7609 13.8573 19.4896 13.7489 25.5509 

D=60 7.7813 11.2939 12.3280 18.1747 12.3119 24.2432 

D=65 7.4884 11.0012 11.3251 17.7283 11.5796 23.7380 

D=70 7.1697 10.6509 10.2861 17.1153 10.8934 22.1734 

D=75 6.8497 10.2599 9.1271 16.5388 10.4031 21.3091 

D=80 6.5846 10.0057 8.3331 16.4554 10.4123 21.0006 

D=85 6.3241 9.7338 7.5344 16.4230 10.7090 20.3536 

D=90 6.0604 9.4356 6.8241 16.5352 11.5020 20.1126 

 

 

Table 8. Stochastic characteristic relationship between PSNR and 2-Stage constant of Girl image (FMIO) 
 PSNR (dB) 

Simulated 

images 

Irregularity 

frequency (%) 

Outlie red 

image 

Irregularity reduction algorithm 

MF (3x3) SMF (3x3) AMF 2S-AMF-1 2S-AMF-N 

Girl 

(256x256) 

D=5 16.4490 20.0454 32.4867 37.5518 38.7659 38.7659 

D=10 13.6890 17.2530 31.5583 36.8900 36.5586 36.5586 

D=15 11.9287 15.3515 27.6179 34.8060 34.4744 34.4744 

D=20 10.6567 13.9593 25.5153 32.0377 30.9324 33.1956 

D=25 9.5498 12.7248 22.9614 29.6044 28.3177 32.6259 

D=30 8.8677 11.9599 20.7738 27.6911 25.9859 31.5132 

D=35 8.0984 11.0501 18.4410 24.9701 22.6771 30.6277 

D=40 7.5798 10.4543 16.5146 23.3733 20.8940 29.9449 

D=45 7.0728 9.8471 14.8145 21.8116 19.4285 28.9919 

D=50 6.5712 9.2367 13.0319 20.1711 17.3236 28.5322 

D=55 6.2085 8.7895 11.8226 19.2184 16.0677 27.9970 

D=60 5.8609 8.3590 10.4981 18.4518 14.9533 27.2772 

D=65 5.4832 7.8712 9.1396 17.2740 13.7838 27.0087 

D=70 5.1311 7.4271 8.0463 16.7334 13.0681 26.7265 

D=75 4.8712 7.0814 7.1994 16.2921 12.6203 26.4142 

D=80 4.5674 6.6881 6.2520 16.2795 12.4098 25.6450 

D=85 4.3054 6.3340 5.4218 16.5924 12.5936 25.1655 

D=90 4.0573 5.9986 4.7465 16.7463 12.8463 24.8283 

 

 

Table 9. Stochastic characteristic relationship between PSNR and 2-Stage constant of Pepper image (FMIO) 
 PSNR (dB) 

Simulated 

images 

Irregularity 

frequency (%) 

Outlie red 

image 

Irregularity reduction algorithm 

MF (3x3) SMF (3x3) AMF 2S-AMF-1 2S-AMF-N 

Pepper 

(256x256) 

D=5 18.4752 22.1408 32.2578 37.1145 37.7554 37.7554 

D=10 15.3798 19.0677 30.6116 36.0391 35.8119 35.8119 

D=15 13.5570 17.2234 28.8470 33.6095 32.9473 33.3176 

D=20 12.3593 15.9804 26.5888 31.6485 30.2886 32.0527 

D=25 11.3929 14.9986 24.2073 29.4205 26.8626 31.0632 

D=30 10.6242 14.1748 22.0663 26.7650 23.4681 30.0679 

D=35 9.9742 13.5209 20.3774 25.5249 21.1324 28.7102 

D=40 9.3998 12.9076 18.4321 23.4995 18.7697 28.7102 

D=45 8.8599 12.3275 16.6168 21.7177 16.3870 26.9228 

D=50 8.3843 11.8117 14.8506 20.2203 14.7130 25.9491 

D=55 7.9930 11.3720 13.4655 19.0894 13.2941 25.1464 

D=60 7.6189 10.9563 12.0128 18.1116 12.0459 23.4968 

D=65 7.2684 10.5758 10.8920 17.3657 11.1284 22.4737 

D=70 6.9246 10.2039 9.7704 16.5923 10.4184 21.3109 

D=75 6.6418 9.8955 8.8751 16.2338 10.1870 20.7676 

D=80 6.3710 9.5853 8.0166 16.0896 10.0540 19.8456 

D=85 6.1097 9.2949 7.2402 16.0498 10.4173 19.1445 

D=90 5.8582 9.0214 6.5767 16.2932 11.2993 18.9571 
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Figure 3. The experimental results of irregularity reduction algorithm built on 2-stage and AMF (Lena) 

 

 

5. CONCLUSION 

This paper attempts to proposes the alternative irregularity reduction algorithm built on a 2-stage 

identification and AMF for FMIO (fix magnitude impulsive outlier) at from 5% to 90% massiveness. The 

first contribution of this paper is the simulated determination of the optimized window dimension for 2-stage 

scheme, which are simulated from 3 standard digital depictions (Lena, Girl and Pepper) at from all 

massiveness (5% to 90%). The second contribution of this paper is the statistical characteristic examination 

(the expectation and the SD) of 2-stage identification between regular and irregular pixels at all massiveness. 
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(f-2) (D=60%)

Outlier Photo (PSNR=11.8913dB)

(f-3)

 AMF (PSNR=14.9043dB)

st
(f-5)  2S-AMF (N  Iter)

 (PSNR=24.2432dB)

(f-1)

Non-Noise Photo

st
(f-4) 2S-AMF (1  Iter)

 (PSNR=14.6259dB)

(g-2) (D=70%)

Outlier Photo (PSNR=11.2184dB)

(g-3)

 AMF (PSNR=13.7787dB)

st(g-5)  2S-AMF (N  Iter)

 (PSNR=22.1734dB)

(g-1)

Non-Noise Photo

st(g-4) 2S-AMF (1  Iter)

 (PSNR=13.2482dB)

(h-2) (D=80%)

Outlier Photo (PSNR=10.6422dB)

(h-3)

 AMF (PSNR=12.8356dB)

st(h-5)  2S-AMF (N  Iter)

 (PSNR=21.0006dB)

(h-1)

Non-Noise Photo

(h-4)

 2S-AMF (PSNR=11.9810dB)

(i-2) (D=90%)

Outlier Photo (PSNR=10.1515dB)

(i-3)

 AMF (PSNR=12.0228dB)

st(i-5)  2S-AMF (N  Iter)

 (PSNR=20.1126dB)

(i-1)

Non-Noise Photo

st(i-4) 2S-AMF (1  Iter)

 (PSNR=10.9901dB)



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 28, No. 3, December 2022: 1518-1529 

1528 

From the previous the optimal window size of 2-stage scheme, the third contribution of this paper is the 

optimal 2-stage constant of outlier reduction built on 2-stage technique and AMF. Finally, the overall 

efficacy of the 2-stage outlier reduction algorithm built on 2-stage and AMF comparatively examined with 

other up-to-the-minute outlier reduction algorithms such as MF, SMF and AMF on FMIO. From these 

results, the outlier reduction built on 2-stage technique and AMF has remarkable efficacy than other up-to-

the-minute outlier reductions such as SMF, GF and AMF on FMIO. 
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