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 With the increase in internet of things (IoT) applications' range and scale, it 

is essential to test the applications before deploying them in the real world. 

Most common approaches utilize simulations and testbeds; however, these 

methods lack real-time failure scenarios and the capability to scale, 

respectively. A virtual environment is a suitable approach that overcomes 

these drawbacks further, IoT applications using cloud computing have 

evolved to shift some computing and storage capabilities to the edge 

networks for ensuring adherence to strict latency constraints for real-time 
applications. This led to the emergence of fog computing which provides 

lower latency and better security, among other advantages. As for any 

processing tasks, scheduling becomes a critical concern for matching the 

tasks with the devices having appropriate resources. This paper analyzes a 
hybridized fog scheduling algorithm based on a ranking approach 

considering latency as the main parameter. It builds a software layer for 

scheduling on top of the validating internet of things at large scales 

(VIoLET) infrastructure. The results are compared with the round-robin 
scheduling algorithm, and it is found that the hybridized algorithm provides 

closer actual latency values to the expected one. 
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1. INTRODUCTION  

Internet of things (IoT) is a network of computable devices that are connected via the internet. This 

has enabled sharing of information collected through such devices and performing computations on the 

collected data on the cloud. The cloud is utilized as remote storage and computational platform and is one of 

the significant enablers of IoT on a large scale which has allowed IoT to be used for a wide range of 

applications such as smart devices, smart grids [1]-[3], smart campuses [4], [5], and smart supply chains [6], 

[7]. It allows devices to interact, collaborate and share their data over the internet, increasing connectivity 

and intelligence. 

There are many security concerns related to the use of IoT [8], [9] and the communication of data. 

Integrating fog computing alleviates some of these concerns [10], [11] as it acts as an added layer of security 

between the server and IoT devices. Since the fog network can monitor smaller and simpler devices, it can be 

relied upon to handle the bulk of the security responsibilities. It also allows monitoring of distributed systems 

and can respond to breaches without shutting down essential system elements. Thus, there are many 

advantages of integrating fog computing into real-time IoT applications [12]. 

Fog scheduling also performs a key role in reducing latency and energy consumption by allocating 

resources efficiently [13]-[15]. Depending on the considerations like homogeneity of the fog environment, 
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ability to share communication and computational bandwidth [16], and the parameters for scheduling, the 

scheduling algorithms vary in their methodologies. 

Validating internet of things at large scale (VIoLET) provides a virtual environment for testing IoT 

deployments which overcomes the drawbacks of simulation environments and testbeds, namely scalability 

and lack of real-time failure scenarios [1]. Currently, VIoLET provides only the virtual IoT network and does 

not have the functionality for applications over IoT, which becomes the users’ responsibility. VIoLET lacks 

efficient scheduling strategies for testing applications over IoT. So, the paper focuses on analyzing a 

hybridized fog scheduling algorithm based on a ranking approach considering latency as the parameter of 

importance and it uses VIoLET to do so. The objectives of this paper are i) to review fog scheduling 

algorithms and practices, ii) to implement the proposed algorithm over the virtual hardware architecture of 

VIoLET, and iii) analyze the performance of the algorithm.  

 

 

2. RESEARCH METHOD 

2.1.  Literature survey 

Maximal energy-efficient task scheduling (MEETS) can be used to examine the trade-off 

association between energy cost and performance gain [17]. MEETS is an algorithm for task scheduling that 

considers energy consumption due to circuits, computation of fog, and offloading energy. Clouds are logical 

partitions of cloudlets that are partially ordered, with each division having an upper and lower bound that is 

thought to affect the rank of cloudlets by n divisions. Depending on the job requirements and the bounds of 

each division, the scheduler selects the appropriate cloudlet for task assignment [18].  

In a heterogeneous fog computing environment, dispersive stable task scheduling (DATS) provides 

a scheduling technique. Tasks can be offloaded via distributed computing while being executed concurrently 

by the cloud and various dispersed fog nodes in a broad multi-user paradigm. The performance of DATs is 

compared to that of iterative and random task scheduling [19]. 

The environment of distributed computing has changed dramatically as a result of fog computing. 

New components have been added to the Storm architecture to enable a distributed, quality of service (QoS)-

aware scheduler and self-adaptation capabilities. The custom scheduler outperforms the usual Storm, 

improves application performance, and increases adaptability [20]. 

Network congestion, minimal bandwidth consumption, security, and fault tolerance are all 

difficulties that cloud computing faces. This paper's architecture is divided into three layers: cloud, fog, and 

client. The fog layer is made up of Fog Server Masters and Coprocessor Servers that are spread across 

numerous locations [21].  

Rahbari and Nickray [22] point out that storage, processing power, and cloud latency are all issues 

that the wireless sensor network (WSN) (IoT infrastructure) faces. Fog computing (FC) reduces bandwidth 

usage and delivers data to clients rapidly, which is critical for applications. Fog devices (FDs) are small 

processing units that can execute resource management algorithms and are located near edge client sensors. 

A knapsack-based greedy scheduling strategy is given in this paper for mapping computer resources to fog 

network modules. IoT applications are organised as modules in the fog network. A module in FD conducts 

data processing operations including applying data labels and removing unnecessary items. Microdata centres 

provide resources to application modules. 

On distributed clusters, a technique to decrease inter-fog computing-based radio access points (FAP) 

interference [23]. FAPs' signal processing and complete cache usage capabilities reduce the front-end load. 

The proposed scheme achieved over 94% throughput and greatly beat the baseline scheme Fog is a hyper-

heuristic algorithm that is used in fog networks to schedule and distribute resources. It has a number of 

advantages, including reduced latency time, reduced network traffic, and increased energy efficiency.  

The fundamental concept is to combine the benefits and compensate for the shortcomings of single  

heuristics [24]. 

In iFogsim, a knapsack-based scheduling algorithm was optimised as a standard test technique for 

Fog computing by symbiotic organisms. Symbiotic organisms Search is based on two paired relationships of 

organisms that are easily found across the environment in three steps: mutualism, commensalism, and 

parasitism [25]. They can accommodate a larger number of IoT devices thanks to energy minimization 

scheduling (EMS) [26]. Idle energy first (IEF) and dealing energy first (DEF) are two main EMS techniques 

(WEF). Except for ILP solution, all methods are performed in under 0.1 seconds for various workloads. 

Suggest a to enable responsibility for QoS, job classification, resource scheduling, and allocation functions 

have been established. This is accomplished by scheduling computing resources and classifying IoT 

applications. Based on QoS criteria and resource constraints, a resource allocation plan is created [27]. 
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2.2.  Proposed system  
During the literature review, Algorithms 1 for Fog scheduling were studied, and their assumptions 

were analyzed. The scenarios considered homogeneous or heterogeneous fog environments, computational 

offloading, sharing communication and computation spectrum, and prior energy consumption knowledge. 

The scenario considered for this paper was a homogeneous environment without computational offloading or 

shareable spectrum for communication and computation and with prior knowledge about the requirements of 

the task. The user can define how many tasks are required for scheduling, and an arbitrary latency 

requirement is assigned to those tasks. This simulates the latency constraints for real-time applications. A 

Coremark set of programs are used as workloads. The scheduling algorithm matches the task to the division 

with the appropriate latency thresholds, and then the device which has the lowest coremark value and is not 

currently executing another task is selected. If no such device is available, the task is queued. After task 

execution, the latency for the task is measured, and this is used to update the score of the device using 

harmonic mean.  

 

Algorithm 1. Bootstrap scheduler 
Input: number of divisions  

Output: devices assigned to each division 

If number_of_divisions are null or non-positive or greater than number_of_fog_devices, then  

returnerror_message 

end if  

read device_listfrom deployment_output. json 

read vm_detailsfrom vm_config. json 

initialize max and min latency to default values  

for each device in device_list do  

connect to the host_vmwhich has the device via SSH  

execute standard task on the device  

measure the latency for task execution  

measure coremark value for each device  

update max and min latency measured  

end for  

divide the range between max and min latency into number_of_divisionsintervals  

sort devices in device_list according to coremark value  

for each device in device_list do 

check under which division threshold it falls  

assign it to the threshold and update division_details 

end for   

store device_detailswith latency and coremark value  

store division_detailswith thresholds and assigned device_list 

 

Initially, a bootstrap scheduler as per the Algorithm 1 listed above is programmed with the number 

of divisions to which the fog devices in the architecture will be assigned. The algorithm takes the number of 

divisions as command line input from the user and initializes the divisions with latency thresholds, and 

assigns fog devices to them. It also stores division details with threshold and assigned device list.  

The division thresholds are calculated dynamically using the execution of a standard task/workload, and this 

is also utilized to assign an initial score to each device which is used to allocate it to divisions. The parameter 

of importance according to which the thresholds are created depends on the requirement, but for the paper, it 

is considered as the latency, keeping in mind strict latency requirements necessary for real-time applications. 

A ranking algorithm, as shown in Algorithm 2 is designed to run in the background at specified time 

intervals. It recalculates the score of each device and reassigns devices to divisions if required. The frequency 

of execution of this algorithm depends on the user. 

 

Algorithm 2. Ranking algorithm 
Input: number of tasks  

Output: latency and division details 

read device_details which has latency and coremark values for fog devices  

read division_details which has threshold value and assigned devices  

for each device in device_details do  

if the device_latency does not lie between the assigned division_thresholds then  

if the division has the lowest threshold and device_latency is lower or 

higher threshold and device_latency is higher then  

modify the threshold to include the latency of the device  

else  

reassign device to another division  

end if  

end if  

end for  

update division details 
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The ranking algorithm is used in the proposed latency optimizing scheduler. The algorithm is 

described in Algorithm 3. The proposed scheduler accepts the number of tasks from the user, schedules and 

executes them on the fog devices, and updates device latency information. 

 

Algorithm 3. Latency optimizing scheduler 
Input: number_of_tasks 
Output: latency values 

read device_detailswhich has latency and coremark values for fog devices.  

read division_detailswhich has threshold value and assigned device  

read vm_details 

 

ifnumber_of_tasks are non positive integer then  

returnerror_message 

end if  

for each task in tasks do  

assign arbitrary latency requirements  

determine division with appropriate thresholds  

for each device in division sorted in ascending order of coremark do  

ifdevice is free, then  

assign task  

else ifall devices are occupied, then  

queue task  

end if  

end for  

end for  

consolidate the schedule for all tasks  

for each task in tasks do  

connect to host_vm of assigned device  

execute task on device  

update latency detail of device using harmonic mean  

end for  

display rank algorithms latency values  

for each task in tasks do  

assign to devices in round robin fashion  

connect to host_vm of assigned device  

execute task on device  

measure latency  

end for  

display round robin latency values 

 

2.3.  Experimental setup and implementation  

2.3.1. Virtual environment  
VIoLET is used to examine the proposed scheduling method. VIoLET is a large-scale virtual 

environment for defining and launching large-scale internet of things deployments in could virtual machine 

(VMs) [1]. It provides a declarative model for specifying Docker-based compute resources that match the 

performance of native edge, fog, and cloud devices. VIoLET is simple to set up and use, balancing ease and 

flexibility. It sets bandwidth and latency restrictions for containers and makes it simple to define various 

network topologies. VIoLET is based on cloud VMs and hence has the ability to scale to hundreds or 

thousands of devices. It enables the creation of virtual sensors that generate data from a variety of 

distributions within containers. This provides firsthand knowledge of the user's performance, scalability, and 

metrics. 

VIoLET is a platform built for creating and testing IoT deployments in a scalable virtual 

environment. It builds the functionality of the hardware devices and their networks and allows the user to 

deploy any application over the virtual IoT network. Scheduling, an essential aspect in reducing latency and 

optimizing other specific constraints like energy, is required to ensure that resource allocation is done 

efficiently. VIoLET utilizes a rank scheduling algorithm to match the incoming task's latency requirements.  

The VioLET code repository is available in [1]. Setting up VioLET is relatively more 

straightforward if a paid account for a cloud service provider is used since it has higher resource availability 

than free tier accounts, which have restrictions on resources. For this implementation, two Google Cloud 

platform free tier accounts were used. The basic setup concerning the number of virtual machines used 

depends upon the IoT deployment that needs to be tested and the coremark values of all the devices in the 

deployment and the virtual machines themselves. These values can be used to find the number of containers 

VMs required for the deployment [1]. 

 

2.3.2. Algorithm implementation  
The proposed latency-aware fog scheduling algorithm was implemented on VIoLET architecture 

[1], and its performance was compared against the standard round-robin scheduling algorithm. The algorithm 
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implementation is as shown in Figure 1. The Coremark program is used as tasks to be executed on the nodes 

to ensure a standardized workload.  

The IoT deployment was added to the file infra_gen. json with the device specifications in 

device_types. Json and vm_config. Json respectively. All the VMs should have RSA keys associated with 

them which can be done by running ssh-keygen on the terminals. The Metis graph partitioning does the 

allocation of the virtual IoT devices to the VMs. Once this is done, Docker should be started on the admin 

and host VMs. This creates a key-store datastore on the admin VM, which stores the information of the host 

VMs required for communication amongst them. If this is not done properly, overlay network creation will 

fail.  

Next is running infra_config.py, which creates the Docker overlay networks, the device containers, 

attaches the containers to the networks, and performs the necessary network access setting to operate like an 

IoT network. This completes the creation of the virtual hardware layer for the IoT deployment, and any 

application using it needs to be coded separately. If the deployment requires sensors, another file in the code 

repository [1] addresses this need. It requires that the VIoLET repository be present in all the Docker 

containers and the presence of specific commands. This can be achieved by adding a Docker file with these 

specifications on each VM. 

 

 

 
 

Figure 1. Flowchart of the proposed scheduling algorithm implementation 

 

 

3. RESULTS AND DISCUSSION  

The proposed latency-aware fog scheduling algorithm was implemented on VIoLET architecture, 

and its performance was compared against the standard round-robin scheduling algorithm. The Coremark 

program was used as tasks to be executed on the nodes to ensure a standardized workload. The tasks have a 

required latency threshold according to which the proposed algorithm chooses which division to assign the 

task to, as shown in Figure 1. The scheduling algorithms are executed serially for the same set of tasks. The 

measurements are obtained by executing a set of tasks multiple times to reduce the effect of outliers. 
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3.1.  Criteria for evaluation  

The main parameter for reduction was the overall latency for the incoming tasks. The focus was on 

matching the tasks to devices with similar latencies to prevent the non-availability of devices when a task 

with a really low latency requirement comes in. Another consideration made was to match tasks with the 

devices, which would result in the lowest energy consumption-because the paper utilized virtual machines for 

execution, accurate measurements for these criteria are not available and will be discussed in detail in the 

discussion future work section. 

 

3.2.  Results  

This section details the findings when two and three divisions were considered for runs of five and 

ten tasks. A run denotes the execution of multiple tasks. Any measurement made against a run refers to the 

average value obtained from executing all the tasks in that run. 

 

3.2.1. Number of divisions=2  

Figure 2 shows the latency requirements of the tasks versus the achieved latencies by using the 

proposed and round-robin algorithm. Here N denotes the number of divisions. It can be deduced from Figure 

2 that the proposed algorithm does not necessarily achieve lower latency than round-robin algorithm, but the 

latency achieved by the algorithm is much closer to the required latency of the tasks. This observation is 

displayed more clearly in Figures 3 and 4, where the standard deviations of the achieved latency of the 

proposed and round-robin algorithm are shown.  

 

 

 
 

Figure 2. Actual latency vs the required latency for both ranking algorithm and Round Robin for 2 divisions 

 

 

 
 

Figure 3. Standard deviation for 2 divisions and 5 tasks is shown for both ranking algorithm and  

Round Robin 
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Figure 4. Standard deviation for 2 divisions and 10 tasks is shown for both ranking algorithm and 

Round Robin 

 

 

In Figures 3 and 4, the average standard deviation of the proposed algorithm is 71.16% and 75.46% 

lower than round-robin, respectively. For each run, the average of the task latency requirements and the 

average of the achieved latencies of a particular algorithm are used to calculate the standard deviation. Thus, 

it can be observed from Figures 3 and 4 that the proposed latency-aware algorithm matches the tasks' latency 

requirements more closely compared to the round-robin algorithm. 

 

3.2.2. Number of divisions=3  
Figure 5 shows a similar trend to Figure 2, where the required latency of the task is closely matched 

by the achieved latency of the proposed algorithm compared to round-robin. Figure 6 and Figure 7 show the 

standard deviation of the achieved latencies with respect to the latency requirements. Figure 6 and Figure 7 

that the standard deviation of the proposed algorithm is 74.69% and 66.22% lower than round-robin, 

respectively, which supports the trend in Figure 2.  

It can be seen in Figure 6 that for the last run, the measured values are almost the same, which can 

also be observed for tasks 8, 9, and 10 in Figure 5. This highlights the fact that round-robin is a randomized 

algorithm which in some instances, can perform as well as or even better than the proposed algorithm, but as 

observed, the proposed latency aware rank-based algorithm generally outperforms Round Robin. The focus 

on decreasing the standard deviation is to reduce the probability that when a task with a low/strict latency 

requirement enters the environment, the node that can satisfy that requirement is not busy with a task that can 

handle larger delays. 

 

 

 
 

Figure 5. Actual latency vs the required latency for both ranking algorithm and Round Robin for 3 divisions 
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Figure 6. Standard deviation for 3 divisions and 5 tasks is shown for both ranking algorithm and  

Round Robin 

 

 

 
 

Figure 7. Standard deviation for 3 divisions and 10 tasks is shown for both ranking algorithm and  

Round Robin 

 

 

4. CONCLUSION  
When it comes to real-time IoT applications, fog scheduling can help reduce latency. Because 

processing is done closer to the edge device rather than entirely on the cloud, which would increase the delay, 

it allows co/mputation to be offloaded from resource-constrained edge devices. There are a variety of 

techniques for both homogeneous and heterogeneous fog settings that allow work offloading to neighbouring 

nodes based on their bandwidths, especially in heterogeneous environments. Based on the incoming process, 

traditional optimization techniques such as Knapsack, stable matching theory, and heuristic algorithms such 

as genetic algorithms and ant colony optimization are used. Another popular solution is to provide 

architectural layers that assist in assigning incoming workflow to the appropriate previously categorised fog 

instances based on their resource bandwidth. Based on the characteristics and limits of the installed 

application. The proposed algorithm is a rank-based latency-aware algorithm that enables a software 

scheduling layer on top of the VIoLET architecture. The results show that it performs a better job at matching 

the tasks to devices in terms of latency requirements but may not reduce the overall latency for a set of tasks 

when compared to an algorithm like round-robin, which does not consider latency as a parameter for 

scheduling, possibly due to randomness. 
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