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Abstract 
 Air ticket sales revenue is an important source of revenue for travel agencies, and if future air 

ticket sales revenue can be accurately forecast, travel agencies will be able to advance procurement to 
achieve a sufficient amount of cost-effective tickets. Therefore, this study applied the Artificial Neural 
Network (ANN) and Genetic Algorithms (GA) to establish a prediction model of travel agency air ticket 
sales revenue. By verifying the empirical data, this study proved that the established prediction model has 
accurate prediction power, and MAPE (mean absolute percentage error) is only 9.11%. The established 
model can provide business operators with reliable and efficient prediction data as a reference for 
operational decisions.  
 
Keywords: artificial neural network, genetic algorithms, air ticket, sales revenue 

    
Copyright © 2013 Universitas Ahmad Dahlan. All rights reserved. 

 
 

1. Introduction 
Travel is not a necessity in daily livelihood, thus, the tourism industry is directly 

impacted during economic downturn. Travel agencies need to have good financial management 
and risk management capabilities in order to survive in the competitive market [1]. Financial 
management is critical to travel agencies. The strengthening of financial management can 
increase income and reduce costs. By analyzing and addressing financial problems, 
competitiveness can be enhanced. Among the business scope of travel agencies, air ticket 
sales are an important source of revenue. Travel agencies purchase a large number of 
discounted air tickets from airliners and sell to consumers [2]. If a travel agency can accurately 
predict market demand, they can purchase sufficient numbers of discounted air tickets in 
advance to gain higher profits, and reduce the accumulated costs caused by over purchases or 
order losses caused by stock depletion [3]. Therefore, this study applied the Artificial Neural 
Network (ANN) and Genetic Algorithms (GA) to establish a prediction model for air ticket sales 
revenue. The research findings can provide the industry with a practical reference of higher 
reliability and efficiency. 
 
 
2. Literature Review 
2.1. Travel Agency 

Travel agencies are the intermediary between tourism product suppliers and customers, 
and are responsible for planning and arrangements of travel for customers to gain savings [3]. 
According to Taiwan’s Statute for the Development of Tourism [4] Article 2: “Travel enterprise: 
also referred to as travel agency, a profit-taking enterprise licensed by the central administrative 
authority to provide tourists with arranged travel schedule, board and lodging, tour guide, and to 
purchase transportation tickets and apply for travel documents and visas on tourists’ behalf, as 
well as to provide related services for remuneration”. Taiwan’s Regulations Governing Travel 
Agencies [5] Article 3: Travel agencies are divided into consolidated travel agencies, Class-A 
travel agencies, and Class-B travel agencies: 
A. The business scope of consolidated travel agencies shall consist of the following: 

1) Being commissioned to sell passenger tickets for domestic or foreign land, sea, and air 
transportation operators, or to buy domestic or overseas passenger tickets and to 
handle shipment of luggage for travelers. 
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2) Being commissioned to handle inbound and outbound procedures and visa applications 
for travelers. 

3) Soliciting of business from or receiving domestic and overseas tourists, and arranging 
for their tours, food, accommodation, and transportation. 

4) Arranging domestic and overseas tours, food and accommodation, and transportation 
for travelers as well as related services, through chartered or self-organized tour 
packages. 

5) Commissioning of Class-A travel agencies to solicit business. 
6) Commissioning of Class-B travel agencies to solicit domestic tour group business. 
7) Handling of communication, promotion, and price quotation on behalf of foreign travel 

agencies. 
8) Planning of domestic and overseas tours, and arranging for tour guides or tour 

managers. 
9) Providing of advice on domestic and overseas tours. 
10) Operating other domestic and overseas tour-related businesses as approved by the 

central administrative authority. 
B. The business scope of Class-A travel agencies shall consist of the following: 

1) Being commissioned to sell passenger tickets for domestic or foreign land, sea, and air 
transportation operators, or to buy domestic or overseas passenger tickets and to 
handle shipment of luggage for the traveler. 

2) Being commissioned to handle inbound and outbound procedures and visa applications 
for travelers. 

3) Soliciting of business from or receiving domestic and overseas tourists; arranging for 
their tour, food, accommodation, and transportation. 

4) Arranging of overseas tours, food and accommodation, and transportation for travelers 
as well as provision of related services, through self-organized tour packages. 

5) Soliciting of businesses on behalf of consolidated travel agencies. 
6) Planning of domestic and overseas tours, and arranging for tour guides or tour 

managers. 
7) Providing of advice on domestic and overseas tours. 
8) Operating other domestic and overseas tour-related businesses as approved by the 

central administrative authority. 
C. The business scope of Class-B travel agencies shall consist of the following: 

1) Being commissioned to sell passenger tickets for domestic land, sea, and air 
transportation operators, or to buy domestic passenger tickets and handle shipment of 
luggage on behalf of travelers. 

2) Soliciting of business from or receiving domestic tourists; arranging for tours, food and 
accommodation, and transportation; and providing of related services. 

3) Soliciting of businesses related to domestic group tours on behalf of consolidated travel 
agencies. 

4) Planning of domestic tours. 
5) Providing of advice on domestic tours. 
6) Operation of other domestic tour-related businesses as approved by the central 

administrative authority. 
 

2.2. Artificial Neural Network 
ANN is a mathematical model for simulating the structure and function of a biological 

neural network. An ANN conducts computation by large numbers of artificial neurons [6, 7]. In 
most cases, ANN can change an internal structure according to external information as a type of 
adaptive system [6-8]. ANN is a non-linear statistical data modeling tool commonly used for the 
model construction of complex input-output relationships or the exploration of a data model [9]. 

The ANN construction principle is originated by the operation of biological (human or 
other animals) neural networks. ANN, like humans, has simple decision and judgment 
capabilities, which are more advantageous as compared with formal logical reasoning [7-10]. A 
common multilayer feedforward network consists of three parts (Figure 1) [11, 12]: 
1) Input layer, a large number of neurons for the reception of a large amount of input 

information. 
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2) Output layer, the information is transferred, analyzed, and weighed in the neuron 
connections to form the output results.  

3) Hidden layer, the layers formed by the numerous neurons and links between the input layer 
and output layer. It can be of multiple layers, but is usually only one layer. There is no 
recognized standard for the number of neurons in the hidden layer. However, networks with 
more neurons are more significantly non-linear, and thus, the neural network robustness will 
be more significant. 

The Back Propagation Neural Network (BPNN) is the currently the most representative 
and most commonly used ANN [11-13]. BPNN use the steepest descent method to adjust the 
network parameters to determine more accurate solutions by iterative computing. 

 

 
 

Figure 1. BPNN Architecture 
 
 

2.3. Genetic Algorithms (GA) 
The GA is a random search method that simulates the survival of the fittest biological 

evolutionary law, as proposed by John Henry Holland [14]. With the search algorithm of 
“survival and detection”, it has been widely used in combinatorial optimization, machine 
learning, signal processing, self-adaptive control, and other fields. GA is one of the key 
technologies relating to intelligent computing of the present and has been applied by many 
enterprises for timetable arrangements, data analysis, future trend prediction, budgeting, and 
solving many other combinatorial optimization problems [15-17]. 

In GA, the solution to a problem is called an individual, and uses a variable sequence 
(known as chromosome). The chromosome is generally expressed as a simple string or 
numeric string. Firstly, the algorithm randomly generates a certain number of individuals. In 
each generation, each individual is evaluated and a fitness value is obtained by the computation 
of the fitness function. Individuals of the population will be sorted according to fitness values in 
descending order. The next step is to generate the next generation of individuals, and thus, the 
formation of the population. This process is implemented via selection, crossover, and mutation 
[16, 18]. When the fitness value is higher, the opportunity of being selected will be higher. A 
relatively optimized population is formed through such a selection mechanism. Afterwards, the 
selected individuals undergo the process of crossover. In general, GA has a range of crossover 
probabilities, being 0.6-1. Furthermore, it is the action of mutation, through which new “sub-
individuals” are generated. In general, GA has a fixed mutation constant of 0.1 or below. After 
selection, crossover, and mutation, the best individual has more opportunities of being selected 
to generate the next generation, while individuals of lower fitness value are gradually eliminated. 
Such a process is repeated until the ending conditions are satisfied. The general ending 
conditions are as follows [15-19]:  
1) Limited evolutionary times; 
2) Computing resource constraints (such as the computation time and memory occupied by 

computation); 
3) An individual has met the conditions of the optimal value; 
4) Continued evolution does not produce individuals with better fitness values; 
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5) Human intervention; 
6) Combinations of two or more of the situations described in the above. 
 
 
3. Research Method 
3.1. Input Variables 

Based on literature review [20-26], this study used international oil price, Taiwan stock 
market weighted index, NTD/USD exchange rate, people traveling abroad from Taiwan each 
month, Taiwan’s monthly unemployment rate, Taiwan’s monthly monitor indicator, Taiwan’s 
monthly composite leading index, Taiwan’s monthly composite coincident index, and K 
travel agency’s monthly air ticket sales revenue (T-1 month~T-12 month) (Table 1), as the input 
variables for the prediction of K travel agency’s air ticket sales revenue in T month. The time 
period of data selection is from January 2004 to August 2012. Moreover, 68% data is randomly 
selected as the training data, 16% as the cross validation data, and 16% as the testing data. GA 
improves the performance of ANNs by selecting the optimum input features. This study used 
different operators for selection (Roulette, Best, Random, and Tournament) and crossover (One 
point, Uniform, Arithmetic, and Heuristic) operations. 
 
 

Table 1. Forecast Model Variables 
Variables 

Input 

International oil price (T-1 month) 
Taiwan stock market weighted index(T-1 month) 
NTD/USD exchange rate(T-1 month) 
People traveling abroad from Taiwan each month (T-1 month) 
Taiwan’s monthly unemployment rate(T-1 month) 
Taiwan’s monthly monitor indicator(T-1 month) 
Taiwan’s monthly composite leading index (T-1 month) 
Taiwan’s monthly composite coincident index (T-1 month) 
K travel agency’s air ticket sales revenue (T-1 month to T-12 month) 

Output Air ticket sales revenue(T month) 

 
 
3.2. Architecture Design and Model Training 

Regarding ANN, the input activation function uses Hyperbolic Tangent, the output error 
function uses Sum-Of-Squares, and the output activation function uses Logistic. The 
architecture design uses Test Error as the judgment standard when searching for the optimal 
network architecture (Figure 2). 

 
 

 
 

Figure 2. Best Network Architecture Search Results 
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ANN Training Algorithm: Quick Propagation Algorithm, Training Algorithm’s Parameters 
include: Quick Propagation Coefficient= 1.75, Learning Rate= 0.1. Overtraining control and the 
weights randomization method are used to increase model accuracy (Figure 3). 

 
 

  
 

Figure 3. Network Training Options 
 

 
4. Empirical Results 

Mean absolute percentage error (MAPE) and correlation (r) are adopted as indicators 
for evaluating the model. 
1) MAPE: The smaller the value, the smaller the error between the forecast value and the target 

value. 
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Where n is the number of the forecasting periods, yi is the actual value for the i 

period, and iy'  is the forecast value for the i period. 

2) Correlation (r): As r approaches 1, the ANN forecasting results improve. 
The actual values and model output values distributions are as shown in Figure 4. Most 

of the output values are distributed along both sides of the diagonal line (Output/Target=1), 
indicating that the model has good predictability. 

 
 

 
Figure 4. Scatter Plot of Actual Value and 

Model Output Value 
Figure 5. Actual Value and Model Output 

Value Graph 
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Table 2. Model Training Results 
 Target Output Absolute Error MAPE 

Mean 2771725.58 2800445.86 297705.03 0.0894 

SD 575737.53 541518.39 232589.28 0.1048 

Correlation:0.87 

 
 

The actual value and model output value trends are as shown in Figure 5. The 
prediction model established for air ticket sales revenue in this study has good capability to 
reflect the changes in air ticket sales. The results of the model training are as shown in Table 2.  
Mean absolute percentage error (MAPE) is 8.94%, Correlation Coefficient is 0.87, indicating that 
the training model can learn the training data to a level of error below 10%. The model testing 
results are as shown in Table 3, MAPE is 9.11%, Correlation Coefficient is 0.83, representing 
that the prediction model has the ability for accurate prediction of air ticket sales revenue. The 
user interface of the established model is as shown in Figure 6. 

 
 

Table 3. Model Forecast Results 
 Target Output Absolute Error MAPE 

Mean 2988092.89 2835198.96 331872.74 0.0911 

SD 625322.11 422310.58 277259.95 0.1169 

Correlation:0.83 

 
 

 
 

Figure 6. The User Interface of the Established Model 
 
 

5. Conclusion 
This study used BPNN and GA to establish a prediction model for travel agencies on air 

ticket sales revenue. Empirical results showed that, the proposed model has good predictability 
and the prediction model has the ability of accurately predicting air ticket sales revenue. The 
MAPE is 9.11%, and Correlation Coefficient is 0.83. If a travel agency can predict the changes 
in air ticket sales revenue in advance, it can purchase discounted air tickets in sufficient 
numbers. The proposed model can provide business with a more reliable and efficient reference 
basis in practice. 
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