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 Fasting blood glucose is used as an indicator in the process of predicting 

diabetes risk. This research aims to, i) create a model for predicting blood 

glucose level using data mining algorithms, ii) a selection algorithm was 

used to select a feature from the correlation of the data, and iii) to compare 

the model's performance with the classical methods. All clinical data ware 

recorded and compiled in a database by hospital staff from 2014-2019.  

In our previous research, the blood glucose prediction model had an 

acceptable accuracy where 18 patient features were used as input data to the 

data mining process. In this research, we demonstrated that the random 

forest classifier and extra tree classifier algorithms have an outstanding in 

discarding non-critical attributes. And the process of reducing the number of 

those features has impacted the glycemic prediction model with higher 

efficiency. Seventeen machine learning algorithms are used to find the best 

performance models. Our results clearly show that the improved prediction 

model is more efficient. This experiment has shown that improvements to 

our proposed model were able to predict blood glucose levels with 99.69% 

and 99.63% accuracy for random forest classifier, extra tree classifier, and 

Gaussian process classifier, respectively. 
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1. INTRODUCTION  

The various difficulties and limitations of rural people's access to modern information systems have 

been demonstrated from the past to the present [1]. The credibility of obtaining assistance from government 

welfare remains an issue that remains to be addressed. One of those problems, public health issues such as 

primary risk analysis and health monitoring systems, and have emerged as the top issues of national 

governments in finding solutions. In particular, a system or tool for early disease risk screening processes that 

would save people from having to move into the capital to diagnose the disease is severely scarce in 

developing countries [2]. As for this health issue, the World Health Organization (WHO) report provides 

very important information about the causes of death for people worldwide. In the past, 63% of the 

population died from non-communicable disease and more than 80% were citizens of developing countri- 

es [3]. A non-communicable disease (NCD) is a disease that is not transmissible directly from one person to 

another. The top five NCDs that are prevalent worldwide and the WHO are monitoring are heart disease, 

stroke, cancer, diabetes and chronic lung disease [4]. Diabetes is a metabolic disorder and has become one of 

the top 5 causes of death in the world population. According to a 2014 WHO report, there are 422 million 

https://creativecommons.org/licenses/by-sa/4.0/
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people with diabetes worldwide and an expected increase of 629 million by 2045 [5]. In Thailand, the 

situation and trends of people with diabetes have continued to increase. The Ministry of Public Health has 

reported that over the past decade, more than 75 percent of all Thai deaths from NCD have died, or about 

0.32 million people per year [6]. And the latest report, the population of Thailand over 4.8 million adults 

suffer from diabetes [7]. Loei Province is one of the 77 provinces of Thailand, located in the northeast of the 

Mekong River and on the border of the Lao people's democratic republic. It is approximately 520 kilometers 

from Bangkok, covering an area of approximately 11,424 square kilometers. According to the division of 

non-communicable diseases data report [8], the population of Loei province was diagnosed with diabetes at 

an increased rate from 11,406 to 12,366 in 2016 and 2017, respectively. Over the years, diabetes risk 

assessment has been used as a guideline for the prevention and early screening of diabetes risk levels. Today, 

many public health organizations have applied risk assessment processes to screen groups of people with 

diabetes. The results of the risk assessment enabled the volunteers to understand the trends in future diabetes 

risk. In addition, the results of the risk assessment were able to detect asymptomatic diabetic patients and be 

able to treat them at an early stage.  
The challenge of evaluating diabetes risk is the effectiveness of predicting the tendency or 

likelihood of developing diabetes in the future. For the above reasons, we are understood and realized their 

importance. The tools in Scikit-learn library will be built into predictive models of diabetes risk by 

researchers. In this research, the data were used as clinical data of 103,492 cases of patients receiving 

services from sub-district health promoting hospitals in Loei province. All data are diagnostic and collected 

by the process and the model of the sub-district health promotion hospital by the staff and authority of the 

hospital. 

 

 

2. RELATED WORKS  

In the past, the development of an information system for assessment and screening to predict the 

level of early diabetes risk has been continually improved and revised. Of course, one algorithm might be 

able to work or solve some problems very well. But this algorithm can be much less efficient in different 

environments and data formats. Therefore, there are still many opportunities to develop and improve the 

algorithm to be the most suitable [9]. In this research, the theories and principles involved in the development 

of a predictive model for screening for diabetes risk levels include: 

 

2.1.  Machine learning 

Machine learning (ML) is the process by which machines (computers) can process (learn) a set of 

instructions and execute them on their own. The machine learning process is an attempt to enable machines 

to learn and understand various interrelated patterns of information. Then, when a new set of data is 

introduced into the system again, the machine can make predictions or make decisions based on their 

learning. Researcher and interested people in the field of data manipulation, known as "machine learning", 

were first proposed in 1959 [10]. Machine learning aims to use the special characteristics of data collected 

from observations or experiments in the system to automatically model, predict or explain system behavior, 

or to obtain derive decision rules to interact suitable for the system. ML approaches [11] can be categorized 

into three basic categories: supervised learning, unsupervised learning, and reinforcement learning. In 

particular, machine learning applied to diagnostic tasks was presented Fatima and Pasha [12] in six methods: 

Supervised learning, unsupervised learning, semi-supervised learning, reinforcement learning, evolutionary 

learning, and deep learning. Over the past decade, information systems for predicting diabetes risk have been 

continually developed and improved. For example, Sowjanya et al. [13] developed MobDBTest applications 

using new machine learning techniques for predicting diabetes for users. Yuvaraj and SriPreethaa [14] 

presented health care monitoring systems using machine learning algorithms applied in hadoop based clusters 

to predict diabetes risk levels. Later in 2020, an intelligent architecture for monitoring diabetic patients by 

using machine learning algorithms was introduced by Rghioui et al. [15]. This architecture consists of smart 

devices, sensors and smartphones in order to collect measurements from different parts of the body. Clinical 

data obtained from patients are categorized using machine learning to participate in the process of diagnosis. 

The simulation results showed that the algorithm was optimized accordingly. Most recently in our research 

Charoenkun et al. [16], a large number of patient data features such as sex, age, diastolic blood pressure, 

systolic blood pressure, body weight, heart rate, pulse, temperature, height, body mass index, waist, smoking, 

and drinking, were used for the process of machine learning in order to create a model for predicting blood 

sugar levels. The results of studies and developments have been demonstrated that the effectiveness of the 

glycemic prediction model is within the relatively high and acceptable range. 
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2.2.  Data mining 

Data mining (DM) and knowledge discovery in database (KDD) are highly relevant. Because the 

process of acquiring knowledge and understanding on a large database, known as knowledge discovery in 

database, has a data mining process under operation. Both knowledge discovery in database and data mining 

are among the fields of computer science that are gaining greater attention today. The principles of the 
implementation of the data mining model consist of two approaches [17], [18]: Description data mining and 

predictive data mining. i) Description data mining is the process of finding patterns for describing available 

data based on relevance or coherence of data. To implement the results obtained in the decision-making 

process, there are several methods of action such as association rule discovery, and sequence pattern 

discovery, clustering. ii) Predictive data mining is a method of predicting future events based on a process of 

learning from those historical data or situations. The results (experiences) obtained from this learning process 

are then used to construct a model to predict data with similar patterns. The most popular methods such as 

classification and prediction. The application of predictive data mining techniques, for example, Islam  

et al. [19] has presented a tool for predicting the likelihood of early diabetes risk using symptomatic 

diagnostics and techniques of data mining. Likewise, a study by Yang et al. [20] presented a computational 

design for predicting diabetes risk based on a combination of data from physical measurements. And 

developed a prediction model using xtreme gradient boosting (XGBoost). Khatun et al. [21] have presented 

the concept of how crime investigation agencies should use data mining techniques to find anti-crime 

predictions. They used a supervised classification algorithm, decision tree, K-nearest neighbors (KNN), and 

random forest in their knowledge discovery process. 

 

2.3.  Scikit-learn library 

Scikit-learn or Scikit-learn library is a modern open-source machine learning library on a wide 

variety of python modules supporting data mining techniques both supervised and unsupervised learning. 

This package focuses on the early learning and implementation of machine learning algorithms for students, 

researchers, and non-specialists using a high-level language for general purposes [22]. And it also provides a 

wide range of tools for model fitting, data processing, model selection and evaluation, and many other 

utilities [23]. Source code, binaries, and documentation can be downloaded from https://scikit-

learn.org/stable/. Within these libraries, there are examples of applications and algorithms for working with 

enormous data. Examples of applications for performing classification of data, such as spam detection, and 

image recognition. An application for predicting a continuous value attribute in connection with an object or 

target of interest, such as stock prices, and drug response, is often referred to as the regression method. Many 

scikit-learn algorithms are provided to students and researchers as a tool in the process of mining data for 

very large databases. For scikit-learn applications in the field of prediction, for example Marcelino et al. [24] 

used a Python machine learning library, scikit-learn, to predict asphalt pavement friction. Their friction 

prediction machine learning model was built using two algorithms: linear regression and regularized 

regression with lasso.  

 

 

3. MATERIALS AND METHODS  

3.1.  Proposed method 

The format of this study is as show in Figure 1. We present the four steps of the conceptual process 

in this study. Clinical data of 103,492 cases from a patient database at a Tambon health promoting hospital 

were performed through three processes of data preprocessing includes data cleaning, data integration, data 

selection, and data transformation. Subsequently, we used 3 algorithms to select the most important and 

suitable features to create a learning model for predicting blood sugar levels. After that, the clinical data were 

divided into two sections for training and testing data of the glycemic prediction model. In step 2, seventeen 

algorithms from scikit-learn library are applied and developed into a learning model for predicting blood 

sugar levels. And in step 3, we will evaluate the performance of the model obtained from the previous step 

through comparing the prediction accuracy. Then, the accuracy of those models is compiled to be proven and 

compared for each model to find the best model. Subsequently, the top five precision machine learning 

models are tuned to various parameters in order to make the model more suitable for the characteristics or 

patterns of the data and obtain high accuracy values. And finally, a predictive model of blood glucose levels 

of service participants in sub-district health promoting hospital was presented, and this model will be 

developed as an application for screening and assessing diabetes risk levels in the near future. In this study, 

the research process and methodology were validated by Loei Rajabhat University's Research Ethics 

Committee (LRUREC No. H 010/2564) details of the trial will be presented in a later section. 
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Figure 1. The process of conceptual framework 

 

 

3.2.  Data collection 

In this study, the database was used for the development and improvement of blood glucose 

prediction models. We have the support of the right authority and responsibility. These datasets are clinical 

data that were collected and recorded as a database of service attendants in Tambon health promoting 

hospital in Loei province between 2014 and 2019. The dataset initially included 103,492 records of service 

participants with age groups in the 23-103 range. This dataset has 18 features as shown in Figure 2. 

 

 

 
 

Figure 2. Examples of patient data sets and features 

 

 

3.3.  Data preprocessing 

At this stage, we verify the completeness and accuracy of the patient's clinical data. The results of 

the operation showed that some of those patient data were missing and the data types were not in the standard 

format. In particular, the clinical database of patients contains a number of features that are both very 

important and inconsistent in the process of predicting blood glucose levels. Therefore, 3 popular features 

selection algorithms were used to select attributes suitable for machine learning processes and to develop 

glycemic predictive models. Experimentally, the random forest classifier algorithm has shown outstanding 

performance in the process of classifying important features of patient data. The results of the selection 

feature very important and the ability to classify the dataset well as shown in Figure 3. In Figure 3, the most 

important features obtained from the random forest classifier algorithm with a score of>10 are bmi (18.40%), 

age (17.80%), bps (15.76%), bpd (14.63%), waist (14.19%), and hr (10.80%), respectively. Next, these 

features will be used in the learning process through 20 algorithms to develop a model to predict blood sugar 

levels in step 2 (Modeling). 

 

3.4.  Constructing models 

In this process, we used seventeen algorithms in scikit-learn library to find a highly efficient and 

suitable algorithm to develop a model to predict blood glucose levels in sub-district health promoting 

hospital. Those algorithms include: Ada boost classifier, bagging classifier, decision tree classifier, extra tree 

classifier, Gaussian process classifier, Gaussian Naive Bayes (NB), gradient boosting classifier, KNN 
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classifier, Linear support vector classification (SVC), logistic regression, multilayer perceptron (MLP) 

classifier, nearest centroid (NC), passive aggressive classifier, Perceptron, random forest classifier, ridge 

classifier, and stochastic gradient descent (SGD) Classifier.  

 

3.5.  Performance measurement 

After the model was obtained, the performance measurements used in our experiment were the 

accuracy values with mean square error (MSE), R-squared (R2), and explained variance score (EVS) [25], 

[26]. MSE is computed using (1): 

 

𝑀𝑆𝐸 =
1

𝑁
∑ (𝑦𝑖 − �̂�𝑖)2𝑁

𝑖=1  (1) 

 

R-Squared (R2) is given by (2): 

 

𝑅2 = 1 − (
∑(𝑦−�̂�)2

∑(𝑦−�̂�)2) (2) 

 

And EVS is given by (3): 

 

𝐸𝑉𝑆 = 1 −
𝑉𝑎𝑟(𝑦−�̂�)

𝑉𝑎𝑟(𝑦)
 (3) 

 

where 𝑦 represents the estimated value, �̂� is the actual value, and 𝑛 is the number of observations.  

 

 

 
 

Figure 3. The graph shows the score for each feature 

 

 

4. RESULTS AND DISCUSSION 

The data set of this study was clinical data of 103,492 patients in sub-district health promoting 

hospitals. All data were collected in 2014-2019 from experts and hospital staff. We used the clinical data of 

those patients to study and develop a model predicting blood glucose level. In this research, the process of 

analyzing patient data accurately and completely in the process from the early stages is the main guideline. 

Then the feature selection of the clinical data of the patients to find important and appropriate features was 

performed. The random forest classifier algorithm has been used to find the key features that are very 

important by comparing the scores for each feature as shown in Figure 3. Subsequently, our results and 

investigations showed that six features, including body mass index (BMI), age, diastolic blood pressure 

(BPD), systolic blood pressure (BPS), waist, and heart rate (HR) were able to classify patients with high 

accuracy. Then, we modified and developed a blood glucose level prediction model from 17 algorithms in the 

Scikit-learn library. In the evaluation phase, we compared the efficacy of blood glucose level models using 

three approaches: MSE, R-Squared , and EVS. The results of comparing the predictive performance of the 

models with the mean square error and explained variance score showed trends in outcomes with similar 

precision and accuracy as shown in Figure 4. 

In Figures 4 and 5, we demonstrated the very high performance of five models for predicting blood 

glucose levels from four algorithms: random forest regressor, extra tree classifier, Gaussian process classifier, 

bagging classifier and decision tree classifier. Based on previous studies and trials, we believe that these four 

models are the most appropriate models for predicting blood glucose levels in the clinical data of these 

patients. 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 27, No. 1, July 2022: 555-562 

560 

 
 

Figure 4. Performance graph (EVS) of the top ten algorithms 

 

 

 
 

Figure 5. Detailed accuracy of the model in each algorithm 

 

 

5. CONCLUSION 

Our study aims to build and improve a predictive model of blood glucose level trends of service 

participants in a sub-district health promotion hospital in Loei Province. A wide variety of machine learning 

algorithms and data mining methods have been used to modify models with accuracy and precision to suit the 

dataset. Therefore, the random forest classifier algorithm was used to select the very important and essential 

features for predicting blood glucose levels. The results of the features selection operation demonstrated that 

only six features were able to accurately and accurately identify the patient dataset. Thereafter, seventeen 

machine learning algorithms obtained from the scikit-learn library have been applied to a database of service 

participants in sub-district health promoting hospital. We have been trying to find and develop suitable 

models in order to obtain a predictive model of blood glucose trends. At the beginning of the operation, all 

algorithms were tested with a data mining technique in the database in order to select the models that 

received the accuracy within acceptable criteria. After that, the selected algorithms will be tuned to the 

parameters for the best benefit of further use. Our experiment showed that the top ten models with the best 

accuracy were the random forest classifier (99.69%), extra tree classifier (99.69%), Gaussian process 

classifier (99.63%), bagging classifier (98.06%), decision tree classifier (80.44%), gradient booting classifier 

(64.25%), KNeighbors classifier (62.71%), AdaBoost classifier (53.56%), GaussianNB (49.83%), and ridge 

classifier (47.19%), respectively.  

Our future work; The unique characteristics of this dataset will be further studied for predicting the 

trend of diabetes in the local population of a health promoting hospital in Wang Saphung District, Loei 

province. We will study and develop models of diabetes prognosis based on this set of data through scikit-

learn libraries in order to find the most suitable and accurate model. Thereafter, those models will be further 

studied and researched in order to be used for a preliminary investigation or analysis of service participants in 

the Sub-district Health Promoting Hospital in order to be used as a primary diagnostic tool for diabetes. In 

the end, we will use a model that is most suitable for developing applications in both web applications and 

mobile applications in the near future. 
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