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Abstract 
Traditional monitoring systems are based on C/S mode because desktop software still has 

inherent advantages though desktop software is replaced by web applications rapidly in many fields. 
Meanwhile, traditional monitoring systems use relational database as data source, however, relational 
database lacks the ability to process influx of queries per second. In this paper, we will do an in-depth 
research to design an architecture to implement event-driven web monitoring systems. 
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1. Introduction 

The most important requirement of monitoring system is processing events (or 
messages) in real-time or near real-time. Key considerations for monitoring applications are 
latency, throughput and complexity of the logic required [1]. 

Low latency-applications that react in real-time to conditions that occur (from a few 
milliseconds to a few seconds) 

High throughput-applications that process large volumes of messages (between 1000 to 
10000 messages per second) 

Complex computations-applications that detect patterns among events, filter events, 
aggregate time or length windows of events, join event streams, trigger based on absence of 
events etc. 

To implement a real-time or near real-time web monitoring systems, these three 
requirements must be met. Consequently, two problems appear: 
 
1.1. How to Push New Data from Servers to Browsers Instantly? 

It’s easy for desktop software to meet the requirement of low latency because software 
has an inherent advantage in pushing instant messages to clients but difficult for web 
applications, because traditional web applications are restricted to Request/Response pattern. 
This limitation of HTTP protocol leads servers not be able to push data to clients. That’s why 
most monitoring systems are based on C/S mode though web applications are taking place of 
desktop software rapidly in recent years. 
 
1.2. How to Process Large Volumes of Messages and Perform Complex Condition 
Checking Efficiently? 

Usually, applications use relational database as data source. However, relational 
database and SQL are designed for applications in which most data is fairly static and complex 
queries are less frequent. To retrieve data from a database, an application must issue a query. 
Always, using relational database in monitoring systems, you need to periodically poll for state 
changes. This poor design puts a lot of strain on both web server and database, costing you 
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CPU cycles, bandwidth, and a decrease in performance. Database triggers can be used to fire 
in response to database update events but they tend to be slow and often cannot easily perform 
complex condition checking and implement logic to react [2]. So relational database does not 
apply to monitoring system in which influx of data need be processed in a short period. 
This paper is going to give an introduction to how to solve these problems and then design an 
architecture to implement event-driven web monitoring systems. 
 
 
2. Solutions and Primary Architecture 
2.1. COMET 

To solve problem n INTRODUCTYION, two methods are widely applied [3]:  
 With the help of plug-ins (such as flash, applet or ActiveX) installed in browsers, servers can 
push new data instantly by sockets [4] [5]. 
 Client browsers send Ajax [6] [7] request to server at regular intervals to check whether the 
server has got new data [8]. 

However, these two methods have their own problems. The first method has 
compatibility issue because not all the browsers support the plug-ins. The best condition to 
realize the second method is the polling intervals are equal to the server’s update intervals, 
otherwise, it not only can’t meet the real-time requirements but also results in waste of 
resources. 

Recently, a web application model named “Comet” in which a long-
lived HTTP connection allows web servers to push data to browsers without plug-ins is more 
popular. Specific methods of implementing Comet fall into two major categories: streaming and 
long polling [9]. 

  
2.2. Event-Driven Architecture 

In a world (such as monitoring system) filled with events and instant communication, 
traditional database is not appropriate. Consequently, event-driven architecture (EDA) was 
proposed [10]. In an event-driven architecture, an important thing happens inside or outside 
your business, which disseminates immediately to all interested parties. The interested parties 
evaluate the event, and optionally take action. The event-driven action may include the 
invocation of a service, the triggering of a business process. A classical EDA works like a 
database turned upside-down. Instead of storing the data and running queries, it allows 
applications to store queries and run the data through. With EDA, applications can trigger 
actions when event conditions occur among event streams, perform complex condition checking 
and implement logic to react quickly. So, EDA can be used to solve Problem in 
INTRODUCTION. 
 
2.3. Primary Architecture 

On the basis of Comet and EDA, a system architecture to implement event-driven web 
monitoring systems can be designed primarily as Figure 1. 
 
 

 
 

Figure 1. Primary architecture 
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This primary architecture can be divided into three parts: 
 The monitoring applications for capturing event streams. 
 The event-driven architecture for filtering, analyzing and processing the event streams from 
the monitoring applications 
 The web applications for showing real-time information to users. This part includes Comet in 
server and Comet in client browser. 
 
 
3. An Actual Application and Detailed Solution 

We have already implemented a web monitoring system by the architecture said above. 
In this section, we will give a detailed solution by describing how to realize the monitoring 
system. Firstly, we give the list of tools, methods, platforms or protocols we used as following: 

 MyEclipse6.5 with JDK1.6 
 Tomcat 6 (Comet-Friendly server) 
 Oracle (Yes. Relational database is still used. We will give the reason later) 
 Bayeux (Protocol for Comet) 
 Esper (a lightweight, embeddable open source implementation  of  EDA) 
Some of them are familiar while others are not. Secondly, we introduce Bayeux and 

Esper. 
 
3.1. Bayeux Protocol 

The Bayeux Protocol defines using long polling approach [11]. HTTP requests sent from 
the client are hold on on the server till the requests can be fully answered. This protocol 
provides a flexible, saleable API based around a publish/subscribe model. In our monitoring 
system, we make server to be publisher and client to be subscriber. Messages encoded as 
JSON objects are routed via channels.  

Server side implementations need to use non-blocking IO (NIO) to guarantee an 
efficient implementation. So we choose tomcat 6(can be set to support NIO) as server. Some 
Java libraries need to be imported. They are “Cometd-api.jar”, “Cometd-bayeux.jar” and “jetty-
until.jar”. Then the web server can publish topics. For example, the following code pushes a 
JSON object named ”total”  via channel “/Manage/cal” to Browsers: 
 

ServletContext application=this.getServletContext(); 
Bayeux b=(Bayeux)application.getAttribute(Bayeux.DOJOX_COMETD_BAYEUX); 
Channel c=b.getChannel(“/Manage/cal”,true); 
// …… 
c.publish(userId,total,”total”); 

 
To implement Comet at client side, we use a JavaScript library-“dojo”. Then client 

browsers can subscribe interested topics from the channels. For example, the following code 
receives the message the server pushed: 
 

<script src=”dojo-release-1.1.2\dojo\dojo.js”> 
djConfig=”isDebug:false,parseOnLoad:true”> 
</script> 
// …… 
dojo.require(“dojox.cometd”); 
dojox.cometd.init(“cometd”); 
dojox.cometd.subscribe(“/Manage/cal”,currentProcessor,”total”); 

 
3.2. Esper 

Esper is a Java library that can be integrated into multiple applications developed by 
Java. In Esper, event can be map, POJO and XML. Esper offers an event pattern language 
(EPL) to specify expression-based event pattern matching. This method of event processing 
matches expected sequences of presence or absence of events or combinations of events. EPL 
can also be used to provide the windows, aggregation, joining and analysis functions for use 
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with streams of events. EPL has been designed for similarity with the SQL query language. For 
example, an event (POJO) is defined as: 
 

public class CardEvent implements Serializable{ 
 private String from; 
 private String to; 
 private Double amount; 
} 
 
Then, the following statement can be used to do some relevant statistics: 
 
select 
count(*) as noOfCard,sum(amount) as total, 
avg(amount) as average 
from CardEvent.win:time(15 sec); 

 
With the help of EPL, Esper implements a perfect EDA. When large influx of event 

streams come to Esper, The EPL statements previously defined judge whether the event stream 
matches the EPL. This method of event processing matches expected sequences of presence 
or absence of events or combinations of events. Lastly, Esper outputs POJOs. In addition, 
Esper can also access with the historical database, a database embedded is used to ensure the 
consistency of the data with the external database. If necessary, Esper can combine the data 
stream and historical data to do complex processing (That’s why we used Oracle). 
 
3.3. Detailed Solution 

On the basis of Bayeux and Esper, A detailed solution can be designed as Figure 2. 
 
 

 
 

Figure 2. Detailed solution 
 

 
The functions of components in the whole system: 
 Monitoring applications (such as scanning equipment) are components for capturing 

events. 
 Adapters: They are responsible for defining EPL statements to filter, analyze and 

process the data delivered from monitoring applications. 
 Esper Listener: They are designed to be attached with the statement in “Adapters”, 

when the statement evaluates to true, “Esper Listener” will be triggered and output 
POJOs. 

 Accesslayer: It is for communicating with the historical database. 
 Comet Listener: This component is for listening to Esper components and receiving 

POJOS from the Esper components. 
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 Comet Handle:  A thread pool that contains several threads that is named “Comet 
Handle Thread”. These threads receive and handle asynchronous requests from the 
client browsers. 

 Web application is for displaying data on browsers. 
The most important innovative point of this architecture is combing EDA and Comet to 

implement event-driven web monitoring systems. 
 
 
4. Architecture Analysis 
4.1. Advantages 
 Good performance 

We did experiments to test our monitoring system. Two time gaps were recorded: the 
time gap between monitoring application and the events were processed over by Esper (simply 
recorded as “process event time gap”), the time gap between Esper and displaying data to 
users(recorded as “react time gap”).The experiments have been done for 1000 times. We 
selected randomly 10 records and show them in Table 1. 
 
 

Table 1. 10 Records of 1000 Times 
No. Process event time gap React time gap Time gap 

1 25ms 119ms 144ms 

2 17ms 121ms 138ms 

3 20ms 110ms 130ms 

4 15ms 107ms 122ms 

5 17ms 119ms 136ms 

6 19ms 105ms 124ms 

7 17ms 104ms 121ms 

8 24ms 110ms 134ms 

9 25ms 103ms 128ms 

10 27ms 117ms 144ms 

Average 20.6ms 111.5ms 132.1ms 

 
 

The average time gap of the 10 records is 132.1ms, and the average time gap of the 
1000 times is 131.5ms while 50 EPL statements are included in our system and 10 of them are 
complex queries. It means that the architecture we designed can process events and display 
new data to clients instantly. Good performance is the most important advantage of this 
architecture. 
 Good compatibility 

Esper is lightweight. It’s easy to be integrated into the existing applications developed 
by Java. Bayeux can be used to any browsers supported Ajax, and many servlet-supporting and 
NIO-supporting servers. 
 No firewall restrictions 

The architecture is based on standard HTTP ports (80 and 443) and HTTP protocol. So, 
it can work behind the firewalls. 
 
4.2. Problem and Analysis 
 Scalability Problem 

In this architecture, the web server needs to keep a long connection with each client to 
achieve server-push. When the number of concurrent clients is small, this architecture can work 
normally. However, when the number is very big, it’s hard to load. In this scenario, loading 
balance and cluster technology can be considered. 
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5. Summarize and Prospects 
This architecture uses Comet and EDA to implement an event-driven web monitoring 

system. In fact, it can be applied to many web applications of high real-time demand. 
Consequently, the architecture introduced in this paper is valuable.  

In writers’ opinion, Comet is only an interim technology to realize two-way commutation 
between web servers and browsers. HTML5 will become standard of all browsers in the near 
future. At that time, Comet in the architecture we designed can be replaced by “Websocket”. 
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